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1 Sept 7 I.1, I.2, I.3 Combinatorial 
Structures
FS: Part A.1, A.2
Comtet74
Handout #1
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Symbolic methods

2 14 I.4, I.5, I.6 Unlabelled structures

3 21 II.1, II.2, II.3 Labelled structures I

4 28 II.4, II.5, II.6 Labelled structures II

5 Oct 5 III.1, III.2 Combinatorial 
parameters
FS A.III
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Combinatorial 
Parameters Asst #1 Due

6 12 IV.1, IV.2 Multivariable GFs

7 19 IV.3, IV.4 Analytic Methods
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Appendix B4
Stanley 99: Ch. 6
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9 Nov 2 Asymptotic methods Asst #2 Due

10
9 VI.1 Sophie

12 A.3/ C

Random Structures 
and Limit Laws
FS: Part C
(rotating 
presentations)

Introduction to Prob. Mariolys

11
18 IX.1 Limit Laws and Comb Marni

20 IX.2 Discrete Limit Laws Sophie

12
23 IX.3 Combinatorial 

instances of discrete Mariolys

25 IX.4 Continuous Limit Laws Marni

13 30 IX.5 Quasi-Powers and 
Gaussian limit laws Sophie

14 Dec 10 Presentations Asst #3 Due

Dr. Marni MISHNA, Department of Mathematics, SIMON FRASER UNIVERSITY
Version of: 11-Dec-09

 

f acul ty of  sc ience   MATH 895-4 Fall 2010
depar tment of  mathemat ics  Course  ScheduleLECTURE 9 Ranking and unranking Dyck paths

Ranking and unranking Dyck paths

Contents
1 Ranking and unranking Dyck paths 1

1.1 Dyck paths to words . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Counting suffixes of Dyck paths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 Ranking and unranking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1 Ranking and unranking Dyck paths
1.1 Dyck paths to words
Recall Dyck paths from lecture 5

We can represent a Dyck path as a word using the letters {↗,↘}. If we write↗ as 0 and↘ as 1 we
can represent a Dyck path as a binary string.

Which binary strings do we get?

Definition. Say a binary string of length 2n is totally balanced if

• The string contains n zeros and n ones.

• For any 1 ≤ i ≤ 2n, the first i elements of the string include at least as many zeros and ones.

This is exactly the same as the condition defining Dyck paths: the second point is that the path
never goes strictly below the x-axis, while the first point is that the path returns to the x-axis at the
end.

Viewing Dyck paths as binary strings gives them a natural lexicographic order. This is the order we
will rank and unrank with respect to.

1.2 Counting suffixes of Dyck paths
Definition. Let D2n(x, y) be the set of paths from (x, y) to (2n, 0) using the steps (1, 1) and (1,−1) and
which never go strictly below the x-axis.

Let d2n(x, y) = |D2n(x, y)|.

Such paths are ends (suffixes if you think of them as words) of Dyck paths.

Proposition. Let x,y, and n be positive integers with x+ y even and x+ y ≤ 2n. Then

d2n =

(
2n− x

n− x+y
2

)
−

(
2n− x

n− 1− x+y
2

)
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Proof. Lets first count all paths using the steps (1, 1) and (1,−1) which go from (x, x) to (2n, 0) without
regards to whether or not they cross the x-axis.

Such paths must contain 2n − x steps, since they need to move 2n − x units in the x direction.
Furthermore such paths must move a net of y steps in the y direction. So there are y extra (1,−1) steps,
and the remaining steps are evenly divided between (1, 1) and (1,−1). So there are 2n − x − y such
remaining steps, half of each type. Thus there are

n− x+ y

2
(1, 1) steps

n− x+ y

2
+ y (1,−1) steps

and no restriction on which order the steps come in. So there are(
2n− x

n− x+y
2

)
such paths.

Now we just need to subtract off those paths which do go strictly below the x axis. Let w be such a
path, and let (a,−1) be the integer point where it is first strictly below the x-axis. Flip the portion of
the path before (a,−1) across the line y = −1, as illustrated

(x.y)

(2n, 0)

(x,−y − 2)

(a,−1)

Note that the modified path goes from (x,−y− 2) to (2n, 0). Note also that given a path from (x,−y− 2)
to (2n, 0) there is a unique point where it may have been flipped according to this rule: namely the first
place where the path reaches (a,−1) for some a.

Thus the number of paths from (x, y) to (2n, 0) which do go strictly below the x-axis is the same as
the number of all paths from (x,−y − 2) to (2n, 0). Counting as before this is(

2n− x

n− 1− x+y
2

)
Therefore the number of paths from (x, y) to (2n, 0) which never go strictly below the x-axis is(

2n− x

n− x+y
2

)
−
(

2n− x

n− 1− x+y
2

)

1.3 Ranking and unranking
The formula for counting suffixes tells us about the rank. Suppose w = w1w2 · · ·w2n is a Dyck path
represented as a binary string. Suppose that after the first k steps the path is at the point (x, y).
If wk+1 = 1 so the next step is down, then all the words which begin w1w2 · · ·wk0 come before w in
lexicographic order. There are d2n(x + 1, y + 1) such paths (the +1s come from the last up step). Thus
we have
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Algorithm: RankDyck
input: n, w. w is a totally balanced word of length 2n
y=0
r=0
for x from 1 to 2n

if w(x) = 0
y=y+1

else
r=r+binom(2n-x,n-(x+y)/2)-binom(2n-x,n-1-(x+y)/2)
y=y-1

output: r

Algorithm: UnrankDyck
input: n,r.
y=0
rlow=0
for x from 1 to 2n

m = binom(2n-x,n-(x+y)/2)-binom(2n-x,n-1-(x+y)/2)
if r <= rlow + m - 1

y=y+1
w(x)=0

else
rlow = rlow + m
y=y-1
w(x)=1

output: w

Here’s an example of each algorithm which comes from Kreher and Stinson, Combinatorial Algo-
rithms, section 3.4.

Suppose we want to compute rank(w = 0010110101). Then:
x w(x) y r
1 0 1 0
2 0 2 0
3 1 1 14
4 0 2 14
5 1 1 18
6 1 0 21
7 0 1 21
8 1 0 22
9 0 1 22
10 1 0

so the rank is 22.
Now to calculate unrank(22)

m x y rlow w(x)
d10(1, 1) = 42 1 1 0 0
d10(2, 2) = 28 2 2 0 0
d10(3, 3) = 14 3 1 14 1
d10(4, 2) = 9 4 2 14 0
d10(5, 3) = 4 5 1 18 1
d10(6, 2) = 3 6 0 21 1
d10(7, 1) = 2 7 1 21 0
d10(8, 2) = 1 8 0 22 1
d10(9, 1) = 1 9 1 22 0
d10(10, 2) = 0 10 0 22 1

so we unrank to 0010110101 as expected.
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