AN EXPLICIT SOLUTION OF THE LIPSCHITZ EXTENSION PROBLEM
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Abstract. Building Lipschitz extensions of functions is a problem of classical analysis. Extensions are not unique: the classical results of Whitney and McShane provide two explicit examples. In certain cases there exists an optimal extension, which is the solution of an elliptic partial differential equation, the infinity Laplace equation. In this work, we find an explicit formula for a sub-optimal extension, which is an improvement over the Whitney and McShane extensions: it can improve the local Lipschitz constant. The formula is found by solving a convex optimization problem for the minimizing extensions at each point. This work extends a previous solution for domains consisting of a finite number of points, which has been used to build convergent numerical schemes for the infinity Laplace equation, and in Image Inpainting applications.

1. Introduction

Building Lipschitz extensions of functions is a problem of classical analysis. For functions mapping into the reals, many minimizing extensions exist, and it is desirable to have an optimal one. The optimal extension, at least for Dirichlet data on a domain, is given by the solution of a degenerate elliptic Partial Differential Equation (PDE), the Infinity Laplacian, first studied by Aronsson [Aro67]. See [ACJ04] for a general discussion. This extension is optimal in the sense that it is an Absolutely Minimizing Lipschitz Extension (AMLE): repeated application of the extension operator on subdomains does not improve the Lipschitz constant there. AMLEs can be built in the more general setting of metric spaces, provided these are path spaces [Juu02].

The optimal Lipschitz extension problem appears naturally in modern applications. The Lipschitz constant of a mapping between measure spaces gives a measure of the distortion of the mapping [LN05, MST06]. Applications include Image Processing [CMS98] and Brain Mapping [MST06]. The problem has also been the subject of a interesting connection between differential games and elliptic PDEs [PSSW06].

A key step in the numerical construction of the AMLE [Obe05] is to build the optimal extension to one additional point, given function values on a finite set of points. This method was adapted to build optimal mappings in [MST06]; in this case the target space for the application is a two dimensional (cortical) surface, rather than the reals. We also mention related work [LGA98, LGA96, LG04].

For mappings into spaces more general that the reals, a classical result in this direction is Kirszbraun’s theorem [Kir34] which applies to Lipschitz maps maps
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from $\mathbb{R}^n$ to $\mathbb{R}^m$. As explained in [LS97, pg. 2] a key step in building more general extensions of this type is to start with a mapping defined on a finite number of points and build an extension to one additional point.

On the other hand, for maps with codomain a general metric space (for example $L^1$), minimizing Lipschitz extensions which do not increase the Lipschitz constant may not always exist. In this case, the question is to study the distortion: the minimal amount that the Lipschitz constant increases [MN06, LN05].

1.1. Contribution of this work. The result which we present here lies in a very different direction than the works mentioned above. While those works prove the existence of extensions in a general setting, the goal here is to build an explicit extension.

Let $(X, d)$ be an arbitrary metric space, and let $C$ be a compact subset of $X$. For a given function $g : C \to \mathbb{R}$, we build a Lipschitz extension to $X$. The extension is sub-optimal (i.e. not an AMLE), but its advantage over the Whitney and McShane extensions is that it can improve the local Lipschitz constant. Also, it satisfies a maximum principle.

The construction is accomplished as follows. The extension problem from a compact set to one additional point is expressed as a convex optimization problem. An equivalent optimization problem is found which has a saddle point, and can be solved explicitly. The solution to the problem at any given point can then be used to define the extension function at all points of the domain directly. The result is a Lipschitz extension function.

The construction is based on [Obe05], which built the extension to one additional point, given a function defined on a finite number of points. Repeated application of the extension function locally will result in the AMLE [Obe05].

As mentioned above, a key step in the argument for proving the existence of extensions in a more general setting is extending to one more point. The same technique is also needed for construction extensions for applications. In the future, we hope to investigate to whether the construction can be generalized to other target spaces.

1.2. Whitney and McShane solutions of the Lipschitz extension problem. Given the function $g : C \subset X \to \mathbb{R}$, the Lipschitz constant $K$ is the least constant for which

$$\frac{|g(x) - g(y)|}{d(x, y)} \leq K \text{ for all } x, y \in C,$$

holds. The Lipschitz extension problem is to build a Lipschitz continuous extension of $g$ with the smallest possible Lipschitz constant.

There are multiple solutions to the Lipschitz extension problem. The Whitney [Whi34] and McShane [McS34] extensions,

$$\tilde{u}(x) = \inf_{y \in C} (g(y) + Kd(x, y)), \quad u(x) = \sup_{y \in C} (g(y) - Kd(x, y)),$$

see Figure 1, are both solutions. In fact they are the maximal and minimal extensions, respectively.

1.3. Examples. We begin by giving some examples of the extension, using notations at definitions which follow.
Example 1. Consider $C \equiv \{-1, +1\} \subset \mathbb{R}$ with $g(-1) = -1, g(+1) = +1$. Refer to Figure 1. The AMLE is not unique in this setting, and the McShane or Whitney extensions do not improve the local Lipschitz constant. In contrast, the extension defined herein is given by

$$u_C(x) = \begin{cases} 
 x & \text{for } |x| \leq 1 \\
 \frac{1}{x} & \text{for } |x| \geq 1.
\end{cases}$$

and it improves the local Lipschitz constant.

Example 2 (Recovery of smooth solutions of the eikonal equation). Let $v$ be a smooth solution of the eikonal equation $|Dv| = c$ in the convex set $\Omega \subset \mathbb{R}^n$, with $v = g$ on $\partial \Omega$. Such functions are solutions of the infinity Laplace equation [ACJ04]. We claim that $u_C(x) = v(x)$. By the the method of characteristics, $v$ is linear on the line $x(t) = x_0 + t\nabla v(x_0)$. Now let $x_0 \in \Omega$. We claim that the arg max in (2.5) occurs at the points of intersection of the line $x(t) = x_0 + t\nabla u_C(x_0)$ with $\partial \Omega$. To see this, compute for $w, z \in \partial \Omega$,

$$D_z^w g(x) = \frac{|g(w) - g(z)|}{d(w, z)} \frac{d(w, z)}{d(w, x) + d(z, x)} \leq c \frac{d(w, z)}{d(w, x) + d(z, x)}.$$
The upper bound is obtained when \( w, z \) are the endpoints of the line. For such points, (2.6) is the linear interpolant, so the claim is established.

2. Definition of the Lipschitz extension

We define an extension by solving a convex optimization problem at an arbitrary point \( x \notin C \). The extension is defined at each point \( x \) independently, taking into consideration only the values of the function \( g(x) \) on \( C \). Collectively, the solutions of each of the problems define an extension function \( u_C(x) \).

2.1. An optimization problem at each point. The problem of building an extension to the function \( g(x) \) defined on the set \( C \) at a given point \( x \notin C \) involves the unknown value \( t = u_C(x) \) and the ratio \( \frac{|g(y) - t|}{d(y, x)} \), which is the slope of the line from \((x, t)\) to \((y, g(y))\). The goal will be to minimize \( J(t; x) \equiv \max_{y \in C} \frac{|g(y) - t|}{d(y, x)} \), the maximum of these slopes, over the values \( t \). The function \( J \) is convex, since it is a supremum of convex functions. Thus we are led to consider, for \( x \in X \setminus C \), the problem

\[
\min_t J(t; x)
\]

whose value and minimizer will be used to define the extension function.

**Definition 1.** Let \( g : C \subseteq X \to \mathbb{R} \) be a Lipschitz continuous function on the compact set \( C \). Define

\[
K_C(x) = \begin{cases} 
\sup_{y \in C} \frac{|g(y) - g(x)|}{d(x, y)}, & \text{for } x \in C \\
\min_t J(t, y; x) & \text{for } x \in X \setminus C,
\end{cases}
\]

and

\[
u_C(x) = \begin{cases} 
g(x), & \text{for } x \in C \\
\arg\min_t J(t, y; x) & \text{for } x \in X \setminus C.
\end{cases}
\]

We establish below that \( u_C(x) \) is well-defined.

We begin by finding an explicit representation for \( u_C(x) \). To that end, define \( D_z^w g(x) \equiv \frac{|g(w) - g(z)|}{d(w, x) + d(z, x)} \).

**Theorem 1.** Let \( g : C \subseteq X \to \mathbb{R} \) be a Lipschitz continuous function on the compact set \( C \). Then for \( x \notin C \),

\[
K_C(x) = \max_{(w, z) \in C \times C} D_z^w g(x)
\]

and for any pair

\[
(x^+, x^-) \in \arg\max_{(w, z) \in C \times C} D_z^w g(x)
\]

\[
u_C(x) = \frac{d(x^-, x)g(x^+) + d(x^+, x)g(x^-)}{d(x^-, x) + d(x^+, x)}.
\]

So \( u_C(x) \) is the linear interpolant of the values of \( g \) at \( x^+ \) and \( x^- \), weighted by the distances from \( x \) to these points.
2.2. A saddle point proof of Theorem 1. In order to solve (2.1), we relax it, in the following way.

Consider for \( x \in X \setminus C \) fixed, the function \( F : \mathbb{R} \times C \times C \to \mathbb{R} \) given by

\[
F(t, y, z) = \max \left( \frac{|g(y) - t|}{d(y, x)}, \frac{|g(z) - t|}{d(z, x)} \right)
\]

along with

\[
\tilde{J}(t) = \max_{y, z \in C \times C} F(t, y, z)
\]

and the problem

\[
(2.8) \quad \min_t \tilde{J}(t).
\]

The solution of the relaxed problem (2.8) clearly has the same value as that of the original problem (2.1), but it has a saddle point.

Proof of Theorem 1. Since \( x \) is fixed, we drop the \( x \)-dependence in the notation for the duration of the proof. The resulting notation should be self-explanatory.

We first interchange the minimum and the maximum in (2.8) and solve the problem

\[
\max_{(y, z) \in C \times C} \min_t F(t, y, z)
\]

For fixed \((y, z)\), the solution of \( \min_t F(t, y, z) \) is given by equating each of the two terms in the maximum (2.7), and occurs when

\[
t^*(y, z) = \frac{d(y)g(y) + d(z)g(z)}{d(y) + d(z)}
\]

with

\[
F(t^*(y, z), y, z) = \frac{|g(z) - g(y)|}{d(y) + d(z)}
\]

Assuming \( g(z) \geq g(y) \), plugging (2.9) into (2.10) gives

\[
F(t^*(y, z), y, z) = \frac{g(z) - t^*}{d(z)} = \frac{t^* - g(y)}{d(y)},
\]

as can be verified by simple arithmetic.

Take

\[
y^*, z^* \in \arg \max_{(y, z) \in C \times C} F(t^*(y, z), y, z) = \frac{|g(z) - g(y)|}{d(y) + d(z)}
\]

then we claim that \((t^*(y^*, z^*), y^*, z^*)\) is a saddle point for \( F \), i.e.

\[
F(t^*, y, z) \leq F(t^*, y^*, z^*) \leq F(t, y^*, z^*), \quad \text{for all } \ t \in \mathbb{R}, \ y, z \in C
\]

The second inequality in (2.13) follows immediately since \( t^* \) is the minimizer. So we only need to prove the first inequality, \( F(t^*, y, z) \leq F(t^*, y^*, z^*) \).

So assume \( F(t^*, y, z) > F(t^*, y^*, z^*) \) for some \( y, z \). Without loss of generality, we can assume that the maximum in \( F(t^*, y, z) \) occurs with the term involving \( y \).

First assume that \( F(t^*, y, z) = (t^* - g(y))/d(y) \), the other case will follow using a similar argument. So rewriting our assumption, we have

\[
\frac{t^* - g(y)}{d(y)} > \frac{g(z) - t^*}{d(z^*)}
\]
where we have used (2.11). Solve for \( t^* = t^*(y^*, z^*) \) to get

\[
t^* > \frac{d(z^*)g(y) + d(y)g(z^*)}{d(z^*) + d(y)} = t^*(y, z^*)
\]

where we have observed that the right hand side of this last equations corresponds to the optimal \( t^*(y, z^*) \) as in (2.9). Plugging that value into (2.10) and then using (2.11) we get

\[
F(t^*(y, z^*), y, z^*) = |g(z^*) - g(y)| + \frac{d(y) + d(z^*)}{d(y^*) + d(z^*)} < g(z^*) - t^*(y^*, z^*)
\]

which is a contradiction to (2.12). So we have established (2.13). \( \square \)

Remark 1. In the preceding argument, we showed directly that the saddle point gives a solution of the original problem (2.1), so we were justified in interchanging the minimum and the maximum in (2.8).

Standard arguments of convex analysis [Ber03, pp 131–132] ensure that the existence of the saddle point (2.13) implies

\[
\min_{t} \max_{y, z \in C \times C} F(t, y, z) = \max_{y, z \in C \times C} \min_{t} F(t, y, z).
\]

2.3. Properties of the extension function. We now establish some basic properties of the extension function.

**Theorem 2.** Let \( C, g(x), u_C(x) \) and \( K_C(x) \) be as in Definition 1. Then

(i) \( u_C(x) \) is well-defined.
(ii) \( u_C(x) \) is a continuous extension of \( g(x) \).
(iii) (The maximum principle.)

\[
\min_{x \in C} g(x) \leq u_C(y) \leq \max_{x \in C} g(x) \text{ for all } y \in X.
\]
Since the directional derivative of each term of the form
\begin{equation}
\frac{\partial}{\partial x_1} \max_{x_1 \in X} f(x_1, x_2)
\end{equation}
does not depend on \(x_2\), the directional derivative of the maximum as the maximum of the active directional derivatives.

Danskin’s Theorem \cite{Ber03, pg. 245}, which allows us to compute the directional derivative of the max is nonzero. Thus the minimizer is unique. How-

Proof. (2.15)

\begin{equation}
|u_C(x_1) - u_C(x_2)| \leq \min(K_C(x_1), K_C(x_2)), \quad \text{for all } x_1, x_2 \in X \setminus C.
\end{equation}

(vi) \textit{(Comparison with balanced cones which meet } C \text{.)} \text{ Given } y \in X, \text{ let } c^\pm(x) = u_C(y) \pm K(x)|x - y| \text{ be the upward and downward facing cones which touch } u_C \text{ at } y. \text{ Then}
\begin{equation}
c^-(x) \leq u_C(x) \leq c^+(x) \quad \text{for all } x \in X,
\end{equation}

with equality at \(x^-, x^+\), in the first and second inequality, respectively.

(vii) \textit{(Growth of } K_C \text{.)} \text{ Given } x_1, x_2 \in X \setminus C,
\begin{equation}
K_C(x_2) \text{dist}(x_2, C) \leq K_C(x_1)(d(x_1, x_2) + \text{dist}(x_2, C)).
\end{equation}

rewrite as
\begin{equation}
\frac{K_C(x_2) - K_C(x_1)}{d(x_1, x_2)} \leq \frac{K_C(x_1)}{\text{dist}(x_2, C)}
\end{equation}

In particular, when \(C = B_R\),
\begin{equation}
K_C(x) \leq \frac{1}{1 - t} K(0), \quad |x| = tR
\end{equation}

For later use, note from (2.2) that
\begin{equation}
|g(y) - u_C(x)| \leq K_C(x)d(y, x), \quad \text{for all } y \in C
\end{equation}

with equality (choosing labels appropriately), at
\begin{equation}
g(x^+) = u_C(x) + K_C(x)d(x^+, x),
\end{equation}
\begin{equation}
g(x^-) = u_C(x) - K_C(x)d(x^-, x).
\end{equation}

Also we have,
\begin{equation}
K_C(x) = D_{x^+}^+ g(x) = \frac{d(x^+, x^-)}{d(x^+, x) + d(x^-, x)} \frac{|g(x^+) - g(x^-)|}{d(x^+, x^-)}.
\end{equation}

Proof. 0. Item (iii) follows from (2.6). Item (iv) follows from (2.21).

1. We need to show that (2.1) has a unique minimizer. This can be proved using Danskin’s Theorem \cite{Ber03, pg. 245}, which allows us to compute the directional derivative of the maximum as the maximum of the active directional derivatives. Since the directional derivative of each term of the form \(\frac{\partial g}{\partial x_1}\) is non-zero, the directional derivative of the max is non-zero. Thus the minimizer is unique. How-

First note that \(g\) is defined on a compact set, so the argmax in (2.5) is attained by at least one pair \((x^+, x^-)\). Now suppose \((x_1, x_1)\) and \((x_2, x_2)\) are two pairs of points for which the arg max in (2.5) is attained. We wish to show that the corresponding values \(u_1, u_2\), given by (2.6) are equal. So suppose that \(u_1 < u_2\). Let \(K_C(x)\) be as in (2.4). Then, from (2.19), (2.20)
\begin{align*}
g(x_2^+) &= u_2(x) + K_C(x)d(x_2^+, x), \\
g(x_1^-) &= u_1(x) - K_C(x)d(x_1^-, x).
\end{align*}
But then
\[ D^2 \frac{\partial}{\partial x_i} g(x) = \frac{g(x^+_2) - g(x^-_2)}{d(x^+_2, x) + d(x^-_2, x)} = K_C(x) + \frac{u_2(x) - u_1(x)}{d(x^+_2, x) + d(x^-_2, x)}. \]
so we can’t have \( u_2 > u_1 \). A similar argument establishes the reverse inequality. So we have established (i).

2. Next we establish (ii). Let \( x_0 \in C \), by (2.18), for \( x \notin C \), we have
\[ |u(x) - g(x_0)| \leq K_C(x) d(x, x_0) \leq \text{Lip}(g) d(x, x_0) \]
where we have used (iv). So \( u(x) \to g(x) \) as \( C \not
\]

3. Next we establish (iii). Without loss of generality, assume \( K_C(x_1) \leq K_C(x_2) \).

Then apply (2.19) to get
\[ g(x^+_2) = u_C(x_2) + K_C(x_2) d(x_2, x^+_2) \]
and apply (2.18) with \( x = x_1 \) and \( y = x^+_2 \) to get
\[ g(x^+_2) - u_C(x_1) \leq K_C(x_1) d(x^+_2, x_1) \]
combine the two previous equations to get
\[ u_C(x_2) - u_C(x_1) \leq K_C(x_1) d(x^+_2, x_1) - K_C(x_2) d(x^+_2, x_1) \]
\[ \leq K_C(x_1)(d(x^+_2, x_1) - d(x^+_2, x_1)) \leq K_C(x_1) d(x_1, x_2) \]
which gives (2.15) as desired. Finally, applying (iv) gives (v).

4. The main assertion of item (vi) follows from (2.15). The equality conditions follow from (2.19), (2.20).
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**Figure 3.** Diagram to illustrate Lipschitz continuity of \( K_C(x) \) away from \( D \).

5. Next we establish (2.16), follow Figure 3. First assume \( u_C(x_1) \leq u_C(x_2) \).
Then using (2.19) and the assumption, we have
\[ K_C(x_2) = \frac{g(x^+_2) - u_C(x_2)}{d(x^+_2, x_2)} \leq \frac{g(x^+_2) - u_C(x_1)}{d(x^+_2, x_2)} \]
next, use (2.18) to get
\[ g(x^+_2) - u_C(x_1) \leq K_C(x_1) d(x^+_2, x_1) \]
and combine the previous two equations to get
\[ K_C(x_2) \leq K_C(x_1) \frac{d(x^+_2, x_1)}{d(x^+_2, x_2)} \leq K_C(x_1) \frac{d(x_1, x_2) + d(x^+_2, x_2)}{d(x^+_2, x_2)} \]
\[ \leq K_C(x_1) \frac{d(x_1, x_2) + \text{dist}(x_2, C)}{\text{dist}(x_2, C)} \]
which gives (2.16) in this case.

In the case \( u_C(x_1) \geq u_C(x_2) \), we do something similar. Using (2.20) we have
\[ K_C(x_2) = \frac{u_C(x_2) - g(x^-_2)}{d(x^-_2, x_2)} \leq \frac{u_C(x_1) - g(x^-_2)}{d(x^-_2, x_2)} \]
and (2.18) gives
\[ u_C(x_1) - g(x^-_2) \leq K_C(x_1)d(x^-_2, x_1) \]
The remainder of this case follows as in the previous case.

6. Finally to get (2.17), take \( x_2 = x, |x| = r, x_1 = 0 \) in (2.16) to get \( K(x)(R - r) \leq K(0)R \) and substitute \( r = tR \). □
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