MATH 232
First Midterm
October 6, 1999

ANSWER KEY

Question:
Compute a vector & € R? such that 3z — [2,1,—1] = [7, —2,4].

Marking:
2 marks
Solution:

3 —[2,1,—1] = [7,-2,4]

3z = [9,—1,3]

1
= [3,—=.,1
e = B3]

Question:
Write ¢ as a linear combination of = and b.
(See the text of the exam for the description of the vectors ¢, r and b.)

Marking:
3 marks for a correct solution
1 mark for correct notation (vector algebra)

4 marks total

Solution:

Let a denote the vector represented by the point A. Since R is the midpoint of O A, we have a = 2.
Since OABC' is a parallelogram, we have b = a + c¢. After substituting for @ we obtain b = 2r + c.
Thus ¢ = —2r + b.



Question:

(a) Find all values ¢ € R such that the vectors [1,—4, 7] and [—3, ¢, 5] are orthogonal.
(b) Compute the norm ||[—3,2.4,0,—-2]|.

(c) Find a unit vector parallel to the vector [—2, 1,2, —4].

P ]

Marking:
(a), (b), (c) - 2 marks each

Solution:
(a) The vectors [1,—4,7] and [—3, ¢, 5] are orthogonal iff [1,—4,7] - [=3,¢,5] = 0, that is,
—3 — 4e¢+ 35 = 0. The only value of ¢ that satisfies this equation is ¢ = 8.

(b) I[=3,2,4,0, =2]|| = \/(=3)2 + 22 + 42 + 02 + (—2)% = V/33.

(c) The norm of a unit vector is equal to 1. Two nonzero vectors are parallel iff one is a scalar
multiple of the other one. For any scalar » € R and any vector v € R” we have |rv| = |r| ||v]|
(the homogeneity property of the norm). If ||rv|| = 1, then |r| = ﬁ which implies r = ﬁ or
r= _||11;_||' Let w = [—2,1,2, —4] be the given vector. We have ||w|| = \/(—=2)2 + 12 + 22 + (—4)% =
V25 = 5. Hence, the unit vectors parallel to w are %'w = 212 4 2 1 _214

1 _

_ _ ar —5 55 5 and —gw =[5, —5, =5, 5].
Either of these two vectors is a sufficient answer to the question, since we were asked for “a vector
(not “all vectors™).

Question:
(a) Write down the augmented matrix of the system:

21’1 — 21’2 — 41’3 = —6
ry + 229 + 4das3 =
41’2 + 111’3 == 8

|
e

(b) Convert the matrix from (a) to reduced row-echelon form by row operations.

Marking:

(a) - 2 marks

(b) - 3 marks

Solution:

(a) 2 2 —4|—6
1 2 41 3
0 4 11 8



(b) One possible sequence of elementary row operations is

2 —2 —4|—6 1 -1 —=2]-3 1 -1 —2]-3

1 2 4] 3 ~ 1 2 4 3 ~ 0 3 6| 6
0 4 11| 8] M= |9 4 g | TRl g 4 11| 8
1 -1 =2]-=3 -3 1 -1 —2| -3

~ 0o 1 2 2 ~ 0 1 2| 2
Ro— LR, 0 1 11 N R3—>R3 1R, 0 Rs— 3 Rs I 0 1 0 |
1 -1 —-2]-3 1 =1 0]-3 1 0 0]-—1

~ 0 1 0 2 ~ 0 1 0| 2 ~ 01 0| 2
R2—>R2—2R3 0 0 1 0 R1—>R1+2R3 0 0 1 0 R1—>R1+R2 0 0 1 0

Thus the reduced row-echelon form of the matrix from part (a) is
1 0 0f-1
01 0] 2
0 01| 0

Question:
Consider the system of linear equations Az = b, where & = [21, 29, v3,24]7, b € R?, and A € R**,
It is given that the reduced row-echelon form of the augmented matrix [A|b] is the matrix

1 30 =3] 9
001 7|—-4/|"

Find the general solution of the system Ax = b writing your final answer in vectorial form.

Marking:
3 marks
Solution:
From the first equation we find that 1 = 9 — 325 + 324. From the second equation we find that
x3 = —4 — Txy4. The variables x5 and x4 are free variables. The vectorial form of the general solution

of the system Az =b is

9 — 3y + 314
Lo
—4 — Txy
T4



Question:
Let A denote the matrix:

jen BN an il NV

LY —
_ o O

(a) Compute A™!, the inverse matrix of A. (Give your answer in the form of a single 3 x 3 matrix.)
(b) Based on the elementary row operations that you used to answer the part (a), express the matrix
A as a product of elementary matrices.

Marking:
(a) - 4 marks
(b) - 2 marks

Solution:
(a) We form the augmented matrix [A|/] and transform the left half of the augmented matrix to the

reduced row-echelon form by elementary row operations. One possible sequence of such elementary
row operations is

2 1 .0[1 00 2 0 0|1 -1 0 1 003 -1 0
010010RE’R010010 ~ 0O 1 0(0 10
0 =3 1]0 0 1] ™7™ |0 =3 1{0 0 1] ™7™ o -31]0 01
100t -1y
N 01 0{0 10
TR Lo 0 10 31
Therefore
=
ATt = 0 10
0 31
(b) Let p; (: = 1,...,k) be the elementary row operations used in part (a). In our solution we

have k = 3, but there may be more elementary row operations in other solutions. Let E; = p;(/)
be the elementary matrix corresponding to p; (1 = 1,...,k). We have [ = E}Ej—y... F2E A and
A=E"Ey B
In our solution we have

P = Rl — Rl — RQ

1
P2 = R — 531
ps = Rg — Rg —|—3R2



By applying the rules for computing inverses of elementary matrices we find

110
Ef'=101 0], E'=
0 01

O O N
o = O

0 1
0|, ES'=10
1 0

w = O

0
0
1
Therefore one way of expressing A as a product of elementary matrices is

110
A=101 0
0 0 1

O O N
o = O

0 1
0 0
1 0

w = O

0
0
1

Question:
(a) Let V ={[3z —y,—x 4+ y,22] : x,y € R} be the set of all vectors [32 — y, —x + y, 22] where
x,y are arbitrary real numbers. Decide whether V' is a subspace of R>. Give a reason for your answer.

(b) Let W = {[—22 +y,y, 1,2 —y] : x,y € R} be the set of all vectors [—2x + y,y, 1,z — y]
where z, y are arbitrary real numbers. Decide whether W is a subspace of R*. Give a reason for your
answer.

Marking:
(a) - 2 marks
(b) - 2 marks

Solution:

(a)

Answer: The set V is a subspace of R?.

Proof: Any of the following two arguments can be used:

1. V={«3,-1,2] +y[-1,1,0] : x,y € R} =sp([3,—1,2],[—1,1,0]). Therefore V' is a subspace
of R? by the subspace property of a span (Theorem 1.14).

2. Verify that V is a non-empty subset of R> closed under vector addition and also under scalar
multiplication (Definition 1.16).

It is clear that V' is a non-empty subset of R°.

Closure under vector addition: Let w,v € V. (Remark: A common mistake was to take u = v. We
must however prove the closure property for an arbitrary w € V and an arbitrary v € V.) Denote
u = [Bxy, — Yu,—2y + Yu, 22, v = [3x, — Yy, —2y + Yo, 22,], where z,,y,,x,,y, are some
real numbers. Then w + v = [3(z, + 2,) — (Yu + Vo), — (20 + 20) + (Yo + Y0), 2(2y + x,)]
= [Bxs — ys, —xs + ys, 225] where z, and y; are the real numbers defined by 2, = z, + x, and
Ys = Yu + Y. herefore u + v € V.

Closure under scalar multiplication: Letr € Rand v € V. Denote v = [32,—vy,, —,+y,, 22,], where
z, and y, are some real numbers. Then rv = [3rz, —ry,, —ra,+ry,, 2ra,] = [3z,—y, —xi+ys, 224
where x; and y; are the real numbers defined by z; = rz, and y; = ry,. Therefore rv € V.



(b)

Answer: The set W is not a subspace of R*.

Proof: Any of the following three arguments can be used:

1. The set W does not contain the zero vector, but any subspace of R" contains the zero vector
0=10,0,...,0].

2. The set W is not closed under vector addition: Let w,v € W. The third coordinate of the vector

sumu+visequaltol +1 =2, andsou+v ¢ W.

3. The set W is not closed under scalar multiplication: Let » € R and v € W. The third coordinate

of the scalar multiple rv is equal to r, and so rv ¢ W whenever r # 1.

Question:
Given is the following system of equations:

r + 21’2 — 41’3 — 31’4 = 0 (*)
31’1 + 71’2 — 151’3 — 81’4 =0

Let W be the set of all solutions (regarded as column vectors) to this linear system. Find a basis

for W.

Marking:

2 marks for finding the general solution of the system

2 marks for expressing the general solution as a span of two vectors
1 mark for verifying that the set of two vectors is a basis for its span

5 marks total

Solution:

First we solve the system by finding the reduced row-echelon form of its augmented matrix. Note
that we are dealing with a homogeneous system and therefore we do not need to explicitly compute
with the vector of the right-hand sides (which will remain equal to the zero vector throughout the
Gauss reduction).

12 —4 -3 12 —4 -3 10 2 =5
3 7 _15 _8 R2—>R2—3R1 0 1 _3 1 R1—>R1—2R2 0 1 _3 1

Thus the general solution to the system (*) is

—21'3 + 51’4 —2 5

. 31’3 — 4 . 3 —1
r = s = T3 | + T4 T

T4 0 1

where 23 and x4 are free variables and can assume any real values. Therefore the set of solutions to
the system (*) is equal to the span

3
SP L[] o
0



Let w; = [—2,3,1,0]7, wy = [5,—1,0,1]7. Let ® = [z, 72, 73, 24]7 be a solution to (*), thus
x € sp(wy,wsy). Suppose that = c;w; + c;w». By comparing the coordinates on both sides we
conclude that ¢; = x3, ¢; = x4. In other words, any solution @ is expressible uniquely as a linear
combination of w;,w,. Therefore the set {w;,w,} is a basis for the set of all solutions to the
system (*).

Question:
Determine whether the set of vectors {v,, vy, v3} is a basis for the subspace of R* spanned by this
set, where

vy = [2,1,-3,4], vy =[1,-1,0,5], vz =[1,5,—6,-T7].
Give a reason for your answer.

Marking:

3 marks for forming the 4 x 3 matrix and carrying out the Gauss reduction to the point (at least)
when it is clear that there is a column without a pivot

2 marks for explaining why this calculation proves that {v, v, v3} is not a basis for sp(vy, vy, v3).

5 marks total

Solution:
By Theorem 1.15, {vy, vy, v3} is a basis for sp(vy, vs, v3) iff, for any real numbers ry, 7y, 73,

TV + rovy + 1303 =0 (*)

implies 7y = 7, = r5 = 0. The equation (*) written in the matrix notation has the form

2 1 1 0

1 -1 5 " 0
3 0 —6 79 = E (>|<>|<)
4 5 7| L™ 0

We use the elementary row operations to reduce the coefficient matrix of (**) to the row-echelon
form.

2 1 1 1 -1 5
1 -1 5 2 1 1
—3 0 —6| mom | -3 0 —6
4 5 -7 4 5 =7
1 -1 5 ]
0 3 -9
Ry—Ry—2R;, R3—>]%+SR1, Ry—R4—4R; 0 -3 9
0 9 =27
1 -1 5
0 3 -9
R3—>R3+R2,NR4—>R4—3R2 0 0 0
0 0 0



At this point we see that there is no pivot in the third column, hence the variable r3 is free and
the linear system (**) has non-trivial solutions. Therefore the zero vector 0 can be expressed as

non-trivial linear combinations (*) of the vectors vy, vy, vs. Therefore the set {vy,v2,v3} is not a
basis for sp(vy, vs, v3).



