ON THE DISTRIBUTION OF POINTS IN PROJECTIVE SPACE OF BOUNDED HEIGHT

KWOK-KWONG CHOI

Abstract. In this manuscript, we consider the uniform distribution of points in compact metric spaces. We assume that there exists a probability measure on the Borel subsets of the space which is invariant under a suitable group of isometries. In this setting we prove the analogue of the Weyl’s Criterion and the Erdős-Turán inequality by using orthogonal polynomials associated with the space and the measure. In particular, we discuss the special case of projective space over completions of number fields in some detail. An invariant measure in these projective spaces is introduced and the explicit formulas for the orthogonal polynomials in this case are given. Finally, using the analogous Erdős-Turán inequality, we prove that the set of all projective points over the number field with bounded Arakelov height is uniformly distributed with respect to the invariant measure as the bound increases.

1. Introduction

Let \( k \) be an algebraic number field, \( v \) a place of \( k \) and \( k_v \) the completion of \( k \) with respect to \( v \). Let \( \| \cdot \|_v \) be an absolute value from \( v \) which extends the Euclidean absolute value on \( k_v \) if \( v \neq \infty \) and the usual \( p \)-adic absolute value if \( v | p \). We also use a second absolute value determined by

\[
| \cdot |_v := \| \cdot \|_v^{d_v},
\]

where \( d = [k : \mathbb{Q}] \) and \( d_v = [k_v : \mathbb{Q}_v] \). We note that the product formula holds for the absolute values \( | \cdot |_v \). We extend both absolute values to a norm on finite dimensional vector spaces over \( k_v \) as follows. For any column vector

\[
\alpha = \begin{pmatrix}
\alpha_0 \\
\alpha_1 \\
\vdots \\
\alpha_{N-1}
\end{pmatrix}
\]

in \( k_v^N \), define

\[
\| \alpha \|_v := \left\{ \begin{array}{ll}
\left( \sum_{j=0}^{N-1} \| \alpha_j \|_v^2 \right)^{1/2} & \text{if } v \neq \infty, \\
\max_{0 \leq j \leq N-1} \| \alpha_j \|_v & \text{if } v | \infty,
\end{array} \right.
\]

and

\[
| \alpha |_v := \| \alpha \|_v^{d_v}.
\]

in both the infinite and finite cases.
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Let \( \mathbb{P}^{N-1}(k_v) \) denote the \( N \)-dimensional projective space over \( k_v \) and write \([a_0, a_1, \ldots, a_{N-1}]\) for the homogeneous coordinates of a generic element in \( \mathbb{P}^{N-1}(k_v) \).

We let the quotient map \( \phi : k_v^N - \{0\} \longrightarrow \mathbb{P}^{N-1}(k_v) \) be

\[
\phi(a_0, a_1, \ldots, a_{N-1}) := [a_0, a_1, \ldots, a_{N-1}].
\]

As in [1], [5] and [9], one can define a projective metric on \( \mathbb{P}^{N-1}(k_v) \) as follows. If \( \alpha \) and \( \beta \) belong to \( \mathbb{P}^{N-1}(k_v) \), then we define

\[
\Delta_v(\alpha, \beta) := \frac{\|\alpha \wedge \beta\|_v}{\|\alpha\|_v \|\beta\|_v}
\]

and

\[
\delta_v(\alpha, \beta) := \frac{|\alpha \wedge \beta|_v}{|\alpha|_v |\beta|_v}
\]

where \( \wedge \) is the wedge product. It follows from (1.2) that

\[
\delta_v(\alpha, \beta) = \Delta_v(\alpha, \beta)^{2^v}. \tag{1.4}
\]

Clearly, the projective metrics are well-defined on \( \mathbb{P}^{N-1}(k_v) \). It can also be shown that the induced metric topology coincides with the quotient topology determined by \( \phi \).

For any \( M \times N \) matrix \( A \) over \( k_v \), we extend \( |\cdot|_v \) to \( A \) by setting

\[
|A|_v := \sup\{|A\alpha|_v : \alpha \in k_v^N, |\alpha|_v \leq 1\}.
\]

If \( v \uparrow \infty \) and \( A = (a_{ij}) \) we find that

\[
|A|_v = \max\{|a_{ij}|_v : 1 \leq i \leq M, 1 \leq j \leq N\}.
\]

If \( v \downarrow \infty \) let \( A^* \) denote the complex conjugate transpose of \( A \) and let

\[
0 \leq \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N
\]

denote the eigenvalues of the positive semi-definite matrix \( A^*A \). Then we have

\[
|A|_v = \lambda_1^{\frac{1}{2^v}}.
\]

Let \( \text{GL}(N, k_v) \) and \( \text{PGL}(N, k_v) \) be the general linear group and the projective general linear group of \( N \times N \) non-singular matrices over \( k_v \), respectively. Then we define a map \( \eta_v : \text{GL}(N, k_v) \longrightarrow [1, \infty) \) by

\[
\eta_v(A) := |A|_v |A^{-1}|_v.
\]

Since \( \eta_v(\alpha A) = \eta_v(A) \) for all \( \alpha \in k_v^* \), so \( \eta_v \) is also well-defined as a map from \( \text{PGL}(N, k_v) \) into \([1, \infty)\). It was shown in [5] that for any \( A \) in \( \text{PGL}(N, k_v) \) and \( \alpha, \beta \) in \( \mathbb{P}^{N-1}(k_v) \), we have

\[
\eta_v(A^{-1}) \delta_v(\alpha, \beta) \leq \delta_v(A\alpha, A\beta) \leq \eta_v(A) \delta_v(\alpha, \beta). \tag{1.5}
\]

Furthermore, the identity

\[
\delta_v(\alpha, \beta) = \delta_v(A\alpha, A\beta) \tag{1.6}
\]

holds for all \( \alpha \) and \( \beta \) in \( \mathbb{P}^{N-1}(k_v) \) if and only if \( \eta_v(A) = 1 \). The inequalities (1.5) are best possible and the identity (1.6) shows that the group of isometries on \( \mathbb{P}^{N-1}(k_v) \) is given by

\[
\text{ISO}(N, k_v) := \{A \in \text{PGL}(N, k_v) : \eta_v(A) = 1\}.
\]
In view of (1.4), \( \text{ISO}(N, k_v) \) is also the group of isometries for \( \Delta_v(\alpha, \beta) \). Moreover, by writing \( A^{-1} = \text{adj}A/|\det A| \), it is easy to show that if \( A \) is an element in \( \text{PGL}(N, k_v) \), then
\[
\frac{|A|}{|\det A|^{N/v}} \leq \eta_v(A) \leq \frac{|A|^N}{|\det A|^{N/v}}.
\]

(1.7)

If \( \beta \) belongs to \( \mathbb{P}^{N-1}(k_v) \), then we define its height by
\[
H(\beta) = \prod_v |\beta|^{1/v},
\]

(1.8)

where the product is over all places \( v \) of \( k \). In view of the product formula, the height function is well-defined on \( \mathbb{P}^{N-1}(k_v) \). To illustrate a basic Diophantine inequality in this setting, we state the following projective form of Dirichlet’s Theorem (e.g. Theorem 1 of [1] or Theorem 1 of [5]).

**Dirichlet’s Theorem.** Let \( \alpha \) belong to \( \mathbb{P}^{N-1}(k_v) \), \( \tau \) belong to \( k_v \) and assume that \( 1 \leq |\tau|^v \). Then there exists \( \beta \) in \( \mathbb{P}^{N-1}(k_v) \) such that

(i) \( H(\beta) \leq c_k(N)|\tau|^{N-1} \),

(ii) \( \delta_v(\alpha, \beta) \leq c_k(N)\{|\tau|^v H(\beta)\}^{-1} \),

where
\[
c_k(N) := 2\|\Delta_k\|^\frac{1}{N} \prod_w r_w(N)^\frac{1}{\pi_w},
\]
\( \Delta_k \) is the discriminant of \( k \) and
\[
r_w(N) := \begin{cases} 
\pi^{-\frac{1}{2}}\{\Gamma(\frac{1}{2}N + 1)\}^\frac{1}{N} & \text{if } w \text{ is real}, \\
(2\pi)^{-\frac{1}{2}}\{\Gamma(N + 1)\}^\frac{1}{2\pi} & \text{if } w \text{ is complex}.
\end{cases}
\]

Here \( \| \cdot \| \) denotes the usual absolute value on \( \mathbb{C} \). This form of Dirichlet’s Theorem states that every \( \alpha \) in \( \mathbb{P}^{N-1}(k_v) \) can be well approximated by a rational point \( \beta \) in \( \mathbb{P}^{N-1}(k) \) with low height \( H(\beta) \). So it suggests that with respect to a suitable measure, the rational points with low height should be distributed quite uniformly. Our main objective in this paper is to show that the set \( \{ \beta \in \mathbb{P}^{N-1}(k_v) : H(\beta) \leq H \} \) as \( H \to \infty \) is \( \mu^N_v \)-uniformly distributed where the invariant measure \( \mu^N_v \) will be defined in section 2. Instead of proving the above qualitative result, we in fact are able to obtain a quantitative bound for the discrepancy of the set of the rational points with bounded height.

In the classical theory of uniform distribution mod one, one can obtain an estimate for the discrepancy by using the Erdős-Turán inequality and estimating the resulting exponential sums. In our situation, we use Vaaler’s approximation in [15] and certain orthonormal polynomials in place of the exponential function as it occurs in the classical case. First we obtain an analogue of the Erdős-Turán inequality for a general compact metric spaces in section 3. Then in section 4 we concentrate on the projective space \( \mathbb{P}^{N-1}(k_v) \) and determine an explicit representation of the orthonormal polynomials in this case. If \( v \) is an infinite place, the orthonormal polynomials can be expressed in terms of the usual Jacobi polynomials. In the final section, we estimate the summation of the orthonormal polynomials over the set of rational points with low height and then apply the Erdős-Turán inequality to prove our main result.
2. Invariant Measure on $\mathbb{P}^{N-1}(k_v)$

In this section we first introduce a $\sigma$-algebra on $\mathbb{P}^{N-1}(k_v)$ which contains all the Borel sets in $\mathbb{P}^{N-1}(k_v)$ and then, by using Haar measure on $k_v^N$, we define a positive measure on this $\sigma$-algebra. We will show that this measure is invariant under the group of isometries $\text{ISO}(N,k_v)$.

As in [2], we select a Haar measure $\beta_v$ on the additive group of $k_v$ in the following manner:

(i) if $v|\infty$ and $k_v \cong \mathbb{R}$, then $\beta_v$ is the usual Lebesgue measure on $\mathbb{R}$,

(ii) if $v|\infty$ and $k_v \cong \mathbb{C}$, then $\beta_v$ is the usual Lebesgue measure on $\mathbb{C}$ multiplied by 2,

(iii) if $v \nmid \infty$, we require that $\beta_v(O_v) = \|D_v\|^{d_v/2}$, where $O_v := \{\alpha \in k_v : \|\alpha\|_v \leq 1\}$ and $D_v$ is the local different of $k$ at $v$.

We denote the open and closed balls with center $\alpha$ and radius $r$ with respect to $\|\cdot\|_v$ in $k_v^N - \{0\}$ by $B(\alpha,r)$ and $D(\alpha,r)$ respectively. Also, $B(\alpha,r)$ and $D(\alpha,r)$ denote the projective open and closed balls with center $\alpha$ and radius $r$ with respect to $\Delta_v(\alpha,\alpha)$ in $\mathbb{P}^{N-1}(k_v)$ respectively. We write $\beta_v^N$ for the $N$-fold product of measures $\beta_v$. From the way we have normalized $\beta_v$ we find that

$$\beta_v^N(D(0,1)) = r_v(N)^{-d_vN},$$

at each infinite place $v$ of $k$. Since $\beta_v^N$ is invariant under translation, it follows that for any $\alpha \in k_v^N$, we have

$$\beta_v^N(B(\alpha,1)) = \beta_v^N(D(\alpha,1)) = r_v(N)^{-d_vN}$$

(2.1)

at each infinite place $v$ of $k$. If $v \nmid \infty$, by (iii) above, we have for any $\alpha \in k_v^N$,

$$\beta_v^N(D(\alpha,1)) = \|D_v\|^{Nd_v/2}.$$  

(2.2)

For convenience, we denote $\beta_v^N(D(0,1))$ by $b_v(N)$. So, from (2.1) and (2.2),

$$b_v(N) = \begin{cases} 
  r_v(N)^{-d_vN} & \text{if } v|\infty, \\
  \|D_v\|^{Nd_v/2} & \text{if } v \nmid \infty.
\end{cases}$$

(2.3)

Let $\mathcal{B}$ be the $\sigma$-algebra of all Borel sets in $k_v^N - \{0\}$. Define a collection, $\mathcal{M}$, of subsets in $\mathbb{P}^{N-1}(k_v)$ by

$$\mathcal{M} := \{A \subseteq \mathbb{P}^{N-1}(k_v) : \phi^{-1}(A) \in \mathcal{B}\}.$$  

Then it is clear that $\mathcal{M}$ is a $\sigma$-algebra in $\mathbb{P}^{N-1}(k_v)$ containing all the Borel sets in $\mathbb{P}^{N-1}(k_v)$. We now define a measure $\mu_v^N$ on $\mathbb{P}^{N-1}(k_v)$ by: if $A \in \mathcal{M}$, then

$$\mu_v^N(k_v) := \frac{1}{b_v(N)} \beta_v^N(\phi^{-1}(A) \cap D(0,1)).$$

(2.4)

It is straightforward to show that $(\mathbb{P}^{N-1}(k_v), \mathcal{M}, \mu_v^N)$ is a measure space and

$$\mu_v^N(\mathbb{P}^{N-1}(k_v)) = 1.$$  

Since Haar measure on $k_v$ is unique up to a nonzero scalar multiple, $\mu_v^N$ is independent of our choice of $\beta_v$. It also follows from the definition (2.4) that if $F$ is a $\mu_v^N$-integrable function on $\mathbb{P}^{N-1}(k_v)$, then

$$\int_{\mathbb{P}^{N-1}(k_v)} F(\beta)d\mu_v^N(\beta) = \frac{1}{b_v(N)} \int_{D(0,1)} F(\phi(\alpha))d\beta_v^N(\alpha).$$

(2.5)
It is convenient to state the following formula for changing of coordinates. This will be used frequently later. Let \( f \) be \( \beta_v^N \)-integrable and \( B \) be an element in \( \text{GL}(N, k_v) \). Then we have

\[
\int_{k_v^N} F(\alpha) d\beta_v^N(\alpha) = | \det B | d_v \int_{k_v^N} F(B\alpha) d\beta_v^N(\alpha). \tag{2.6}
\]

The next lemma shows that \( \mu_v^N \) is invariant under the group of isometries \( \text{ISO}(N, k_v) \).

**Lemma 2.1.** Let \( A \) be an element in \( \text{PGL}(N, k_v) \) and \( F \) be a non-negative \( \mu_v^N \)-integrable function on \( \mathbb{P}^{N-1}(k_v) \). Then we have

\[
\eta_v(A)^{-Nd} \int_{\mathbb{P}^{N-1}(k_v)} F(\beta) d\mu_v^N(\beta) \leq \int_{\mathbb{P}^{N-1}(k_v)} F(A\beta) d\mu_v^N(\beta) \leq \eta_v(A)^{Nd} \int_{\mathbb{P}^{N-1}(k_v)} F(\beta) d\mu_v^N(\beta). \tag{2.7}
\]

In particular, if \( A \) belongs to \( \text{ISO}(N, k_v) \), then

\[
\int_{\mathbb{P}^{N-1}(k_v)} F(A\beta) d\mu_v^N(\beta) = \int_{\mathbb{P}^{N-1}(k_v)} F(\beta) d\mu_v^N(\beta)
\]

for any non-negative \( \mu_v^N \)-integrable function \( F \) on \( \mathbb{P}^{N-1}(k_v) \). Consequently, \( \mu_v^N \) is invariant under \( \text{ISO}(N, k_v) \).

**Proof.** Suppose \( F \) is a non-negative \( \mu_v^N \)-integrable function on \( \mathbb{P}^{N-1}(k_v) \). By (2.5) and (2.6), we have

\[
\int_{\mathbb{P}^{N-1}(k_v)} F(A\beta) d\mu_v^N(\beta)
= \frac{1}{b_v(N)} \int_{D(0,1)} F(A \phi(\alpha)) d\beta_v^N(\alpha)
= \frac{1}{b_v(N)} \int_{k_v^N-\{0\}} F(\phi(A\alpha)) \cdot \chi_{D(0,1)}(A^{-1} A \alpha) d\beta_v^N(\alpha)
= \frac{1}{b_v(N)} |\det A| d_v \int_{k_v^N-\{0\}} F(\phi(\alpha)) \cdot \chi_{D(0,1)}(A^{-1} \alpha) d\beta_v^N(\alpha)
= \frac{1}{b_v(N)} |\det A| \int_{0<|A^{-1} \alpha|, v \leq 1} F(\phi(\alpha)) d\beta_v^N(\alpha).
\]
Since $|A^{-1}\alpha|_v \leq |A^{-1}|_v |\alpha|_v$, so by (1.7), (2.5) and (2.6),

\[
\frac{1}{b_v(N)} \int_{0 < |\alpha|_v \leq |A^{-1}|_v} F(\phi(\alpha))d\beta_v^N(\alpha)
\]

\[
= \frac{1}{b_v(N)} \int_{k_v^N - \{0\}} F(\phi(\alpha)) \cdot \chi_{D(0,1)}(\alpha)d\beta_v^N(\alpha)
\]

\[
= |\det A^{-1}|_v |A^{-1}|_v^{-N} \int_{P^{N-1}(k_v)} F(\beta)d\mu_v^N(\beta)
\]

\[
= \eta_v(A^{-1})^{-Nd} \int_{P^{N-1}(k_v)} F(\beta)d\mu_v^N(\beta).
\]

This proves the first inequality in (2.7). The second inequality follows from the first inequality if we replace $F$ by $F \circ A$ and $A$ by $A^{-1}$. Clearly the remaining assertions of Lemma 2.1 can be deduced directly from (2.7) if $\eta_v(A) = 1$. \hfill \Box

With respect to this invariant measure, a sequence $\{\alpha_i\}_{i=1}^\infty$ in $P^{N-1}(k_v)$ is $\mu_v$-uniformly distributed if

\[
\lim_{L \to \infty} \frac{1}{L} \sum_{i=1}^L f(\alpha_i) = \int_{P^{N-1}(k_v)} f(\alpha)d\mu_v^N(\alpha), \tag{2.8}
\]

for all real-valued continuous functions $f$ on $P^{N-1}(k_v)$. The main result of this manuscript is the following theorem.

**Theorem 2.2.** The set $\{\beta \in P^{N-1}(k) : H(\beta) \leq H\}$ as $H \to \infty$ is $\mu_v^N$-uniformly distributed.

We will also prove a quantitative result compared with qualitative Theorem 2.2. In Theorem 5.11 at the end of this manuscript, we give an explicit estimation of the discrepancy for the set of all rational points with low height.

We finish this section by proving some formulae for the measures of the projective balls in $P^{N-1}(k_v)$. These formulae are essential when we compute certain orthonormal polynomials for $P^{N-1}(k_v)$ in section 4. We first note that the measures of the projective balls are independent of their centers. For, if $\beta_1$ and $\beta_2$ belong to $P^{N-1}(k_v)$ and $0 \leq r \leq 1$, since ISO$(N, k_v)$ acts transitively on $P^{N-1}(k_v)$ (e.g. Lemma 2.7 in [14]), so there is an isometry $A$ such that $A\beta_2 = \beta_1$. Hence by Lemma 2.1,

\[
\mu_v^N(B(\beta_1, r)) = \mu_v^N(B(A\beta_2, r)) = \mu_v^N(B(\beta_2, r)).
\]

Similarly, we have $\mu_v^N(D(\beta_1, r)) = \mu_v^N(D(\beta_2, r))$.

Next we divide our considerations into two cases: $v|\infty$ and $v \nmid \infty$. We first suppose that $v|\infty$. Of course, in this case, $\mu_v^N(B(\beta, r)) = \mu_v^N(D(\beta, r))$. So, we only need to consider $D(\beta, r)$. Then we have the following lemma.
Lemma 2.3. Let $v|\infty$. For any $\beta$ in $\mathbb{P}^{N-1}(k_v)$ and $0 \leq r \leq 1$, we have

$$
\mu^N_v(\mathbb{D}(\beta, r)) = \begin{cases} 
\frac{2}{c_1} \int_0^1 \frac{x^{N-2}}{\sqrt{1-x^2}} \, dx & \text{if } k_v \cong \mathbb{R}, \\
r^{2(N-1)} & \text{if } k_v \cong \mathbb{C},
\end{cases}
$$

(2.9)

where $c_1 = c_1(x) := \pi^{\frac{N}{2}} \Gamma\left(\frac{N-1}{2}\right) / \Gamma\left(\frac{N}{2}\right)$.

Proof. Since the measures of the projective balls are independent of their centers, without loss of generality, we can assume that $\beta = e_1 := [1, 0, \ldots, 0]$. It is clear that (2.9) is true for $r = 0$ and $r = 1$ because

$$
\int_0^1 \frac{x^{N-2}}{\sqrt{1-x^2}} \, dx = \frac{c_1}{2}.
$$

Thus we assume $0 < r < 1$.

In view of (1.3),

$$
\phi^{-1}(\mathbb{D}(e_1, r)) \cap D(0, 1)
$$

$$
= \left\{ (\alpha, \ldots, \alpha_{N-1}) \in k_v^{N-1} \setminus \{0\} : \sum_{j=1}^{N-1} \|\alpha_j\|^2 \leq \min\left\{ \frac{r^2}{1-r^2} \|\alpha_0\|^2, 1 - \|\alpha_0\|^2 \right\} \right\}.
$$

Let $D_{N-1}(\alpha, r)$ be the closed ball in $k_v^{N-1}$ with center $\alpha$ and $r$. Hence,

$$
\mu^N_v(\mathbb{D}(e_1, r)) = \frac{1}{B(N)} \left\{ \int_{\|\alpha_0\|_v \leq (1-r)^\frac{1}{2}} \beta^{N-1}_v \left( D_{N-1} \left( 0, \frac{r\|\alpha_0\|_v}{\sqrt{1-r^2}} \right) \right) d\beta_v(\alpha_0) \right. \\
+ \left. \int_{(1-r)^\frac{1}{2} < \|\alpha_0\|_v \leq 1} \beta^{N-1}_v \left( D_{N-1} \left( 0, \sqrt{1 - \|\alpha_0\|^2_v} \right) \right) d\beta_v(\alpha_0) \right\}.
$$

(2.10)

So, in view of (2.1), (2.3) and (2.6), (2.10) becomes

$$
\frac{r^2(N)d_v}{r^2(N-1)(N-1)d_v} \left\{ \left( \frac{r^2}{1-r^2} \right)^{\frac{N-1}{2}} d_v \int_{\|\alpha_0\|_v \leq (1-r)^\frac{1}{2}} \|\alpha_0\|^{(N-1)d_v}_v d\beta_v(\alpha_0) \right. \\
+ \left. \int_{(1-r)^\frac{1}{2} < \|\alpha_0\|_v \leq 1} (1 - \|\alpha_0\|_v^2)^{\frac{N-1}{2}} d_v d\beta_v(\alpha_0) \right\}
$$

$$
:= \frac{r^2(N)d_v}{r^2(N-1)(N-1)d_v} \left\{ \left( \frac{r^2}{1-r^2} \right)^{\frac{N-1}{2}} I_1 + I_2 \right\}.
$$

(2.11)

If $k_v \cong \mathbb{R}$, then $d_v = 1$. Thus,

$$
I_1 = 2 \int_0^{(1-r^2)^\frac{1}{2}} t^{N-1} dt = \frac{2}{N} \frac{1}{(1-r^2)^\frac{N}{2}}
$$

and

$$
I_2 = 2 \int_{(1-r)^\frac{1}{2}}^1 \left( 1 - t^2 \right)^{\frac{N-1}{2}} dt = 2 \int_0^r \frac{t^N}{(1-t^2)^{1/2}} dt
$$

$$
= -\frac{2}{N} \frac{1}{(1-r^2)^\frac{N-1}{2}} + \frac{2(N-1)}{N} \int_0^r \frac{t^{N-2}}{(1-t^2)^{1/2}} dt.
$$
Hence (2.9) follows from (2.10), (2.11) and the fact that
\[
\frac{N - 1}{N} \cdot \frac{r_v(N)^N}{r_v(N - 1)^{(N - 1)}} = \frac{1}{c_1}
\]
for \(k_v \cong \mathbb{R}\).

If \(k_v \cong \mathbb{C}\), then \(d_v = 2\). Then,
\[
I_1 = 2 \int_{x^2 + y^2 \leq 1 - r^2} (x^2 + y^2)^{N-1} dx dy = \frac{2\pi}{N} (1 - r^2)^N
\]
and
\[
I_2 = 2 \int_{1 - r^2 < x^2 + y^2 \leq 1} (1 - (x^2 + y^2))^{N-1} dx dy = \frac{2\pi}{N} r^N.
\]
Therefore, (2.9) follows from (2.10), (2.11) and the fact that
\[
\frac{r_v(N)^{2N}}{r_v(N - 1)^{(N - 1)}^2} = \frac{N}{2\pi}
\]
for \(k_v \cong \mathbb{C}\).

Next we consider the case \(v \nmid \infty\). Let
\[
P_v = \{ \alpha \in k_v : \|\alpha\|_v < 1 \}
\]
be the maximal ideal in \(O_v\). Since \(\|\cdot\|_v\) is discrete for \(v \nmid \infty\), so \(P_v\) is a principal ideal. If \(P_v = (\pi_v)\), then we say that \(\pi_v\) is a prime element for \(\|\cdot\|_v\). It is clear that
\[
\|\pi_v\|_v = \max\{\|\alpha\|_v : \alpha \in P_v\}.
\]
As is well known (see for example Chapter 4 in [3]), for any \(\alpha \in k_v^\ast := k - \{0\}\), \(\alpha = u\pi_v^m\) for some unit \(u\) in \(O_v\) and some rational integer \(m\). Thus \(\|\alpha\|_v = \|\pi_v\|_v^m\) and therefore the multiplicative value group of \(k_v\) is
\[
\{\|\alpha\|_v : \alpha \in k_v^\ast\} = \{\|\pi_v\|_v^m : m \in \mathbb{Z}\}.
\]
It turns out that
\[
\{\Delta_v(\alpha, \beta) : \alpha \neq \beta\} = \{\|\pi_v\|_v^m : m \geq 0\}.
\]
Thus, if we are considering the projective balls in \(\mathbb{P}^{N-1}(k_v)\) for \(v \nmid \infty\), we may assume that the radius has the form \(\|\pi_v\|_v^m\), \(m \geq 0\). Moreover, if we let \(0 < r \leq 1\) and assume that
\[
\|\pi_v\|_v^m \leq r \leq \|\pi_v\|_v^{m-1}
\]
for some \(m \geq 1\), then
\[
\mathbb{B}(\alpha, r) = \{ \beta \in \mathbb{P}^{N-1}(k_v) : \Delta_v(\alpha, \beta) < r \}
\]
\[
= \{ \beta \in \mathbb{P}^{N-1}(k_v) : \Delta_v(\alpha, \beta) \leq \|\pi_v\|_v^m \}
\]
\[
= \mathbb{D}(\alpha, \|\pi_v\|_v^m).
\]
This shows that we only need to consider \(\mathbb{D}(\alpha, r)\) with \(r = \|\pi_v\|_v^m\), \(m \geq 0\).
Lemma 2.4. Let $v \mid \infty$ and $\pi_v$ be a prime element for $\| \cdot \|_v$. For any $\beta \in \mathbb{P}^{N-1}(k_v)$, $r = \| \pi_v \|^m$ and $m > 0$, we have

$$\mu_v^N(\mathbb{D}(\beta, r)) = r^{(N-1)d_v} \frac{1 - \| \pi_v \|^{d_v}}{1 - \| \pi_v \|^{N d_v}}. \quad (2.12)$$

Proof. As before, we can assume that $\beta = e_1$ and $0 < r < 1$. In view of (1.3), we have

$$\phi^{-1}(\mathbb{D}(e_1, r)) = \{ (\alpha_0, \ldots, \alpha_{N-1}) \in k_v^N - \{ 0 \} : \| \alpha_j \|_v \leq r \| \alpha_0 \|_v, 1 \leq j \leq N - 1 \}.$$

Thus, by (2.2) and (2.6)

$$\mu_v(\mathbb{D}(e_1, r)) = \frac{1}{b_v(N)} \beta_v^N(\phi^{-1}(\mathbb{D}(e_1, r)) \cap D(0, 1))$$

$$= \frac{1}{b_v(N)} \int_{D(0, 1)} \chi_{\phi^{-1}(\mathbb{D}(e_1, r))}(\alpha) d\beta_v^N(\alpha)$$

$$= \frac{1}{b_v(N)} \int_{\| \alpha_0 \| \leq 1} \left\{ \prod_{j=1}^{N-1} \int_{\| \alpha_j \| \leq r \| \alpha_0 \|} d\beta_v(\alpha_j) \right\} d\beta_v(\alpha_0)$$

$$= \frac{1}{b_v(N)} \int_{\| \alpha_0 \| \leq 1} \beta_v(\{ \alpha \in k_v : \| \alpha \| \leq r \| \alpha_0 \| \})^{N-1} d\beta_v(\alpha_0)$$

$$= \frac{1}{b_v(N)} (r \| \alpha_0 \|^{d_v})^{d_v/2} \int_{\| \alpha_0 \| \leq 1} \| \alpha_0 \|^{(N-1)d_v} d\beta_v(\alpha_0). \quad (2.13)$$

To evaluate the last integral, we divide the set $\{ \alpha_0 \in k_v : \| \alpha_0 \|_v \leq 1 \}$ into a disjoint union of $\{ \alpha_0 \in k_v : \| \pi_v \|^{i+1} < \| \alpha_0 \|_v \leq \| \pi_v \|^{i} \}$ for $i = 0, 1, \ldots$. So the last integral in (2.13) is equal to

$$= \sum_{i=0}^{\infty} \| \pi_v \|^{i(N-1)d_v} \int_{\| \pi_v \|^{i+1} < \| \alpha_0 \|_v \leq \| \pi_v \|^{i}} d\beta_v(\alpha_0)$$

$$= \sum_{i=0}^{\infty} \| \pi_v \|^{i(N-1)d_v} \left\{ \| \pi_v \|^{d_v} \| \mathcal{D}_v \|^{d_v/2} - \| \pi_v \|^{(i+1)d_v} \| \mathcal{D}_v \|^{d_v/2} \right\}$$

$$= (1 - \| \pi_v \|^{d_v}) \| \mathcal{D}_v \|^{d_v/2} \sum_{i=0}^{\infty} \| \pi_v \|^{iN d_v}$$

$$= \frac{1 - \| \pi_v \|^{d_v}}{1 - \| \pi_v \|^{N d_v}} \| \mathcal{D}_v \|^{d_v/2}. \quad (2.14)$$

Therefore, (2.12) follows from (2.3), (2.13) and (2.14). \square

3. Uniform Distribution in a Compact Metric Space

We will actually prove a quantitative form of Theorem 2.2. We are able to give an explicit bound for the discrepancy of the set of rational points with low height for the infinite places and then Theorem 2.2 follows as a corollary. Toward this end, we prove an analogue of the Erdős-Turán inequality for the projective space $\mathbb{P}^{N-1}(k_v)$. In fact we establish such a result for a general compact metric space.
In this section, we consider uniform distribution in a compact metric space. Let $X$ be a compact Hausdorff space and $\mu$ be a regular Borel probability measure in $X$. The sequence $\{x_l\}_{l=1}^{\infty}$ of elements in $X$ is said to be $\mu$-uniformly distributed in $X$ if

$$\lim_{L \to \infty} \frac{1}{L} \sum_{l=1}^{L} f(x_l) = \int_X f(x) d\mu$$

for all real-valued continuous functions of $X$.

We further assume that $X$ is a metric space with metric $d$. And we assume that the $\mu$-measure of both an open ball and a closed ball is independent of its center: $\mu(B_d(x,r)) = \mu(B_d(y,r))$ and $\mu(D_d(x,r)) = \mu(D_d(y,r))$ for any $x, y$ in $X$ and $r \geq 0$ where $B_d(x,r)$ and $D_d(x,r)$ are the open and closed balls in $X$ with center $x$ and radius $r$ respectively. Then by approximating continuous functions by a finite linear combination of characteristic functions of Borel sets in $X$, it follows that a sequence $\{x_l\}_{l=1}^{\infty}$ is $\mu$-uniformly distributed if and only if

$$\lim_{L \to \infty} \frac{1}{L} \sum_{l=1}^{L} \chi_{D_d(x,r)}(x_l) = \mu(D_d(x,r)) \quad (3.2)$$

for any $x$ in $X$ and $r > 0$ where $\chi_E$ is the characteristic function of the set $E$. Similarly, a sequence of $\{x_l\}_{l=1}^{\infty}$ is $\mu$-uniformly distributed if and only if

$$\lim_{L \to \infty} \frac{1}{L} \sum_{l=1}^{L} \chi_{B_d(x,r)}(x_l) = \mu(B_d(x,r)) \quad (3.3)$$

for any $x$ in $X$ and $r > 0$.

It is sometimes more convenient to consider normalized functions when we study their Fourier series. We define $f : \mathbb{R} \to \mathbb{C}$ to be normalized if

$$\lim_{h \to 0^+} \frac{1}{2} \{f(x + h) + f(x - h)\} = f(x). \quad (3.4)$$

We also define the normalized characteristic function of a ball with center $x$ and radius $r$ by

$$\chi_{(x,r)}(y) := \begin{cases} 1 & \text{if } d(x,y) < r, \\ \frac{1}{2} & \text{if } d(x,y) = r, \\ 0 & \text{if } d(x,y) > r. \end{cases} \quad (3.5)$$

Thus, $\chi_{(x,r)}(y) = \frac{1}{2} \{\chi_{B_d(x,r)}(y) + \chi_{D_d(x,r)}(y)\}$ and hence in view of (3.2) and (3.3), we have

**Lemma 3.1.** The sequence $\{x_l\}_{l=1}^{\infty}$ is $\mu$-uniformly distributed if and only if

$$\lim_{L \to \infty} \frac{1}{L} \sum_{l=1}^{L} \chi_{(x,r)}(x_l) = \int_X \chi_{(x,r)}(x) d\mu.$$

In the remainder of this section, we are going to prove an analogue of Weyl’s criterion and the Erdős-Turán inequality for a general compact metric space. It is well known that (e.g. Theorem 1.3 of Chapter 4 in [8]) if $X$ is also a group, then we can obtain results analogous to Weyl’s criterion by using the group characters. However, in our case, we are going to employ orthonormal polynomials.
Let $\omega$ be a regular Borel probability measure on $[-1, 1]$. Define the inner product by
\[ \langle f, g \rangle := \int_{-1}^{1} f(t)\overline{g(t)} \, d\omega \]
for any $f$ and $g$ in $L^1(\omega)$. \{Q_n^\omega(x)\}_{n=1}^\infty$ is said to be the set of orthonormal polynomials with respect to $\omega$ if $Q_n^\omega(x)$ is polynomial of degree $n$ with positive leading coefficient and satisfies
\[ \langle Q_m^\omega, Q_n^\omega \rangle = \delta_{mn} := \begin{cases} 1 & \text{if } m = n, \\ 0 & \text{if } m \neq n. \end{cases} \]  
(3.6)

Suppose the set of orthonormal polynomials with respect to $\omega$ exists. Let $T_m(x)$ be the $m$-th Chebyshev polynomial so that $T_m(\cos \theta) = \cos m\theta$. Since every polynomial can be expressed as a linear combination of $Q_n^\omega$, we write $T_m$ as
\[ T_m(x) = \sum_{n=0}^{m} t_m^n Q_n^\omega(x) \]  
(3.7)
where $t_m^n := \langle T_m, Q_n^\omega \rangle$ for $m, n \geq 0$. In view of (3.6), if $m < n$, then
\[ t_m^n = 0. \]  
(3.8)

In [15], J. Vaaler showed how to construct a trigonometric polynomial approximation to a function by using Beurling’s extremal function. He also used this approximation to give an improved version of the classical Erdős-Turán inequality. In this section, we will employ Vaaler’s approximation to prove the analogous Erdős-Turán inequality. In [7], P. Grabner used a similar idea to obtain the Erdős-Turán inequality for the $N$-dimensional sphere.

We first recall some definitions used in Vaaler’s approximation. Let $M$ be a positive integer. We write $e(x) := e^{2\pi i x}$ and define
\[ j_M := \sum_{m=-M}^{M} \hat{j}_{M+1}(m)e(mx) \]  
(3.9)
where
\[ \hat{j}_{M+1}(m) := \begin{cases} 1 & \text{if } m = 0, \\ \frac{\pi m}{M+1} \left(1 - \frac{|m|}{M+1}\right) \cot \frac{\pi m}{M+1} + \frac{|m|}{M+1} & \text{if } 0 < |m| \leq M, \\ 0 & \text{otherwise.} \end{cases} \]
and the periodic Fejer kernel
\[ k_M(x) := \sum_{m=-M}^{M} \hat{K}_{M+1}(m)e(mx) \]  
(3.10)
where
\[ \hat{K}_{M+1}(m) := \begin{cases} 1 - \frac{|m|}{M+1} & \text{if } |m| \leq M, \\ 0 & \text{otherwise.} \end{cases} \]

It is easy to prove that
\[ k_M(x) = \frac{1}{M+1} \left(\frac{\sin \pi (M+1)x}{\sin \pi x}\right)^2. \]  
(3.11)
We now suppose that $g : \mathbb{R} \to \mathbb{C}$ has period 1 and bounded variation on each closed interval of length 1. We also assume that $g$ satisfies the normalizing condition (3.4). Let $V_g(x)$ be the total variation of $g$ on $[-1/2, x]$. We write $(dV_g) * k_M(x)$ for the convolution
\[
(dV_g) * k_M(x) := \int_{-1/2}^{1/2} k_M(x - t)dV_g(t). \tag{3.12}
\]
Then the trigonometric polynomial
\[
g * j_M(x) := \int_{-1/2}^{1/2} g(t)j_M(x - t)dt \tag{3.13}
\]
will give a good approximation to $g$. In view of Theorem 19 in [15], we have
\[
|g(x) - g * j_M(x)| \leq \frac{1}{2M + 2} (dV_g) * k_M(x) \tag{3.14}
\]
for any real number $x$. Inequality (3.14) is essential in our proof of the Erdős-Turán type inequality. We are going to use (3.14) to approximate the normalized characteristic function.

Let
\[
\hat{g}(m) := \int_{-1/2}^{1/2} g(t)e(-mt)dt \quad \text{and} \quad \hat{dV}_g(m) := \int_{-1/2}^{1/2} e(-mt)dV_g(t)
\]
be the $m$-th Fourier coefficients of $g$ and $dV_g$ respectively. If $g$ is an even function, then
\[
\hat{g}(m) = \hat{g}(-m) \quad \text{and} \quad \hat{dV}_g(m) = \hat{dV}_g(-m). \tag{3.15}
\]
Now we suppose that $g$ is an even function. Since $g * j_M$ is an even trigonometric polynomial, it can be written as a finite linear combination of $T_m(\cos 2\pi x)$. Hence, in view of (3.7), $g * j_M$ can also be written as a linear combination of $Q_n^m(\cos 2\pi x)$. From (3.9) and (3.13), for any real number $x$,
\[
g * j_M(x) = \int_{-1/2}^{1/2} g(t)j_M(x - t)dt = \sum_{m=-M}^{M} \hat{j}_{M+1}(m)e(mx) \int_{-1/2}^{1/2} g(t)e(-mt)dt = \sum_{m=-M}^{M} \hat{j}_{M+1}(m)\hat{g}(m)e(mx).
\]
Using (3.7), (3.8) and (3.15)

\[ g \ast j_M(x) = \hat{g}(0) + 2 \sum_{m=1}^{M} \hat{J}_{M+1}(m) \hat{g}(m) \cos 2\pi mx \]

\[ = \hat{g}(0) + 2 \sum_{m=1}^{M} \hat{J}_{M+1}(m) \hat{g}(m) T_m(\cos 2\pi x) \]

\[ = \hat{g}(0) + 2 \sum_{m=1}^{M} \hat{J}_{M+1}(m) \hat{g}(m) \sum_{n=0}^{m} t_n^m Q_n^\omega(\cos 2\pi x) \]

\[ = \hat{g}(0) + \sum_{n=0}^{M} A_n^M(g) Q_n^\omega(\cos 2\pi x) \tag{3.16} \]

where

\[ A_n^M(g) := 2 \sum_{m=1}^{M} \hat{J}_{M+1}(m) \hat{g}(m) t_n^m \tag{3.17} \]

for \( n \geq 0 \). Similarly, we can also write \((dV_g) \ast k_M(x)\) as a linear combination of \( Q_n^\omega(\cos 2\pi x)\). Using (3.7), (3.8), (3.10) and (3.12), for any real number \( x \), we have

\[ (dV_g) \ast k_M(x) = V_g(\frac{1}{2}) + \sum_{n=0}^{M} B_n^M(g) Q_n^\omega(\cos 2\pi x) \tag{3.18} \]

where

\[ B_n^M(g) := 2 \sum_{m=1}^{M} \hat{K}_{M+1}(m) \hat{V}_g(m) t_n^m \tag{3.19} \]

for any \( n \geq 0 \).

**Lemma 3.2.** Suppose \( \omega \) is a regular Borel probability measure in \([-1,1]\) and the set of orthonormal polynomials, \( \{Q_n^\omega\}_{n=1}^\infty \), with respect to \( \omega \) exists. Let \( f \) be normalized, \( \omega \)-measurable and of bounded variation on \([-1,1]\). Let \( \{x_l\}_{l=1}^\infty \) be a sequence of real numbers in \([-1,1]\). Suppose \( g(x) = f(\cos 2\pi x) \).

Then for any \( L, M \geq 1 \), we have

\[
\left| \frac{1}{L} \sum_{i=1}^{L} f(x_i) - \int_{-1}^{1} f(t)d\omega \right| \\
\leq \frac{|V_g(\frac{1}{2}) + B_0^M(g)|}{M+1} + \sum_{n=1}^{M} \left\{ |A_n^M(g)| + \frac{|B_n^M(g)|}{2(M+1)} \right\} \left| \frac{1}{L} \sum_{i=1}^{L} Q_n^\omega(x_i) \right| \tag{3.20} \]

where \( A_n^M(g) \) and \( B_n^M(g) \) are defined in (3.17) and (3.19) respectively.
Proof. Lemma 3.2 is a direct consequence of (3.14). For any \( L, M \geq 1 \),
\[
\left| \frac{1}{L} \sum_{l=1}^{L} f(x_l) - \int_{-1}^{1} f(t) \, d\omega \right|
\]
\[
= \left| \frac{1}{L} \sum_{l=1}^{L} g\left(\frac{\cos^{-1} x_l}{2\pi}\right) - \int_{-1}^{1} g\left(\frac{\cos^{-1} t}{2\pi}\right) \, d\omega \right|
\]
\[
\leq \left| \frac{1}{L} \sum_{l=1}^{L} g * j_M\left(\frac{\cos^{-1} x_l}{2\pi}\right) - \int_{-1}^{1} g * j_M\left(\frac{\cos^{-1} t}{2\pi}\right) \, d\omega \right| + \frac{1}{2M+2} \times
\]
\[
\times \left\{ \frac{1}{L} \sum_{l=1}^{L} (dV_g) * k_M\left(\frac{\cos^{-1} x_l}{2\pi}\right) + \int_{-1}^{1} (dV_g) * k_M\left(\frac{\cos^{-1} t}{2\pi}\right) \, d\omega \right\},
\]
by (3.14). In view of (3.6) and (3.16), the first term in the right hand side of (3.21) is equal to
\[
\left| \sum_{n=0}^{M} A_n^M(g) \left\{ \frac{1}{L} \sum_{l=1}^{L} Q_n^\omega(x_l) - \int_{-1}^{1} Q_n^\omega(t) \, d\omega \right\} \right|
\]
\[
= \left| \sum_{n=1}^{M} A_n^M(g) \frac{1}{L} \sum_{l=1}^{L} Q_n^\omega(x_l) \right|. \tag{3.22}
\]
Similarly, from (3.6) and (3.18), the second term in the right hand side of (3.21) is equal to
\[
\frac{1}{2M+2} \left\{ 2(V_g\left(\frac{1}{2}\right) + B_0^M(g)) + \sum_{n=1}^{M} B_n^M(g) \frac{1}{L} \sum_{l=1}^{L} Q_n^\omega(x_l) \right\}. \tag{3.23}
\]
Therefore, (3.20) follows from (3.21), (3.22) and (3.23).
\[\square\]

We return to consideration of a general compact metric space. Let \((X, d, \mu)\) be an infinite compact metric space with regular Borel measure \(\mu\) such that

(a) \(\mu(X) = 1\),

(b) \(0 \leq d(x, y) \leq 1\) for any \(x, y\) in \(X\),

(c) the \(\mu\)-measures of balls in \(X\) are independent of their centers.

Fixing \(x_0\) in \(X\), we define for any open interval \(U\) in \([-1, 1]\),
\[
\omega(U) = \frac{1}{2} \int_{U} d\{\text{sgn}(t)\mu(D_d(x_0, |t|))\} \tag{3.24}
\]
where \(\text{sgn}(t) = +1, 0, -1\) according as \(t \geq 0, t = 0\) and \(t < 0\) respectively and the above integral is a Riemann-Stieltjes integral on \([-1, 1]\). In view of (c) above, \(\omega\) is independent of the choice of \(x_0\) in \(X\). From (3.24), we see that if \(f\) is integrable, then
\[
\int_{-1}^{1} f(t) \, d\omega = \frac{1}{2} \int_{0}^{1} f(t) \, d\mu(D_d(x_0, t)) - \frac{1}{2} \int_{-1}^{0} f(t) \, d\mu(D_d(x_0, |t|))
\]
\[
= \frac{1}{2} \int_{0}^{1} \{f(t) + f(-t)\} \, d\mu(D_d(x_0, t)). \tag{3.25}
\]
In particular, we have \(\omega([-1, 1]) = \mu(D_d(x_0, 1)) = \mu(X) = 1\) and if \(f\) is an odd function then \(\int_{-1}^{1} f(t) \, d\omega = 0\). We suppose that the set of orthonormal polynomials,
\( \{Q^n_\omega\}_{n=1}^\infty \), with respect to \( \omega \) exists. We write \( Q^n_\omega := Q_\omega + Q_o \), where \( Q_\omega \) and \( Q_o \) are the polynomials consisting of the even and odd terms in \( Q^n_\omega \) respectively. If \( n \) is even, then \( \deg(Q_o) < n \) and in view of (3.6) and (3.25), we have
\[
0 = <Q^n_\omega, Q_o> = <Q_\omega + Q_o, Q_o> = <Q_o, Q_o>.
\]
This implies that \( Q_\omega \) is even. Similarly, if \( n \) is odd, then \( Q^n_\omega \) is odd. Also, since \( T_m(-x) = (-1)^m T_m(x) \), we have
\[
\begin{align*}
t^m_n &= \int_{-1}^1 T_m(x) Q^n_\omega(x) d\omega \\
&= \frac{1}{2} \int_{0}^1 \{T_m(x) Q^n_\omega(x) + T_m(-x) Q^n_\omega(-x)\} d\mu(D_d(x_0, t)) \\
&= \frac{1 + (-1)^{m+n}}{2} \int_{0}^1 T_m(x) Q^n_\omega(x) d\mu(D_d(x_0, t))
\end{align*}
\]
for any \( m, n \geq 0 \). We conclude that if \( m + n \) is odd
\[
t^m_n = 0. \quad (3.26)
\]
Next we apply Lemma 3.2 to the normalized characteristic function. Let \( 0 < r \leq 1 \) and
\[
f(t) := \frac{1}{2} \{\chi_{[-r, r]}(t) + \chi_{[-r, r]}(t)\}.
\]
Then we have by (3.5)
\[
\chi_{(y, r)}(x) = \frac{1}{2} \{\chi_{[-r, r]}(d(x, y)) + \chi_{[-r, r]}(d(x, y))\}
\]
\[
= f(d(x, y)).
\]
If \( \mu(D_d(x_0, t)) \) is continuous at \( r \) as a function of \( t \) on \([0, 1]\), then the characteristic functions \( \chi_{[-r, r]} \) and \( \chi_{[-r, r]} \) are Riemann-Stieltjes integrable on \([-1, 1]\) and
\[
\int_X \chi_{(y, r)}(x) d\mu = \int_X \frac{1}{2} \{\chi_{B_d(y, r)}(x) + \chi_{D_d(y, r)}(x)\} d\mu \\
= \int_{-1}^1 \frac{1}{2} \{\chi_{[-r, r]}(t) + \chi_{[-r, r]}(t)\} d\omega \\
= \int_{-1}^1 f(t) d\omega.
\]
Thus, in view of Lemma 3.2, we have
\[
\left| \frac{1}{L} \sum_{i=1}^L \chi_{(y, r)}(x_i) - \int_X \chi_{(y, r)}(x) d\mu \right|
\]
\[
= \left| \frac{1}{L} \sum_{i=1}^L f(d(x_i, y)) - \int_{-1}^1 f(t) d\omega \right|
\]
\[
\leq \left| V_g \left( \frac{1}{L} \right) + B_0^M(g) \right| + \left| \frac{1}{L} \sum_{i=1}^L \{A_0^M(g) + \frac{1}{2(M+1)} \} \right| \\
+ \sum_{n=1}^M \left| \Delta_n^M(g) \right| + \left| \frac{1}{L} \sum_{i=1}^L Q^n_\omega(d(x_i, y)) \right| \quad (3.27)
\]
Then Lemma 3.4. The following lemma gives an explicit bound for this.

Theorem 3.3 (Erdős-Turán Inequality) Suppose $(X, d, \mu)$ is an infinite compact metric space with regular Borel measure $\mu$ satisfying conditions (a), (b) and (c) and $(x_i)_{i=1}^\infty$ is a sequence in $X$. Let $\omega(x)$ be defined as in (3.24) and suppose the set of orthonormal polynomials, $(Q_n^\omega(x))_{n=1}^\infty$, with respect to $\omega$ exists. For any $y$ in $X$, $0 < r < 1$ and $L, M \geq 1$, if $\mu(D_d(x_0, t))$ is continuous at $r$, we have

$$\left| \frac{1}{L} \sum_{l=1}^L \chi_{(y,r)}(x_l) - \int_X \chi_{(y,r)}(x) d\mu \right| \leq \frac{|V_g(\tfrac{1}{2}) + B_0^M(g)|}{M + 1} + \sum_{n=1}^{\lfloor M/2 \rfloor} \left\{ A_n^M(g) + \frac{|B_2^M(g)|}{2(M + 1)} \right\} \frac{1}{L} \sum_{l=1}^L Q_{2n}^\omega(d(x_l, y)),$$

where $g(x) = \frac{1}{2} \{ \chi_{[-r,r]} + \chi_{[-r,r]} \}(\cos 2\pi x)$, $A_n^M(g)$ and $B_n^M(g)$ are defined in (3.17) and (3.19) respectively.

In order to deduce Weyl’s criterion from the above theorem, we must have

$$\lim_{M \to \infty} \frac{|V_g(\tfrac{1}{2}) + B_0^M(g)|}{M + 1} = 0.$$ 

The following lemma gives an explicit bound for this.

Lemma 3.4. Under the same hypotheses in Theorem 3.3, for sufficiently small $\epsilon > 0$, we have

$$|V_g(\tfrac{1}{2}) + B_0^M(g)| < 4 \left( 1 + \frac{1}{\epsilon} + M \{ \mu(D_d(x_0, r + \epsilon)) - \mu(D_d(x_0, r - \epsilon)) \} \right).$$

Proof. For $0 < r < 1$, we let $r = \cos 2\pi \theta$ for some $\theta$ in $(0, \frac{1}{2})$ and assume $0 < \epsilon < \theta$. Then $V_g(x)$ is a step function on $[-\frac{1}{2}, \frac{1}{2}]$ having jump 1 at four points $\pm \theta$ and $\pm (\frac{1}{2} - \theta)$ only. In view of (3.6), (3.12), (3.18) and (3.25), we have

$$V_g(\tfrac{1}{2}) + B_0^M(g) = \int_{-1}^{1} (dV_g) + k_M(\cos^{-1} \frac{t}{2\pi}) d\omega$$

$$= \int_{-1}^{1} \left\{ \int_{-\frac{1}{2}}^{\frac{1}{2}} k_M(\cos^{-1} \frac{t}{2\pi} - x) dV_g(x) \right\} d\omega$$

$$= \int_{0}^{1} \left\{ k_M(\cos^{-1} \frac{t}{2\pi} + \frac{1}{2} - \theta) + k_M(\cos^{-1} \frac{t}{2\pi} + \theta) + k_M(\cos^{-1} \frac{t}{2\pi} - \frac{1}{2} - \theta) + k_M(\cos^{-1} \frac{t}{2\pi} - \frac{1}{2} + \theta) \right\} d\mu(D_d(x_0, t)).$$
On the other hand, in view of (3.11), we have

\[ k_M(\phi) \leq 1 + \min\{M, (2\|\phi\|)^{-1}\} \quad (3.31) \]

for \( M \geq 1 \) and \( \phi \in \mathbb{R} \). Here \( \|x\| := \min\{\{x\}, 1 - \{x\}\} \) is the distance from \( x \) to the nearest integer.

Since both \( \|\cos^{-1}t + \frac{1}{2} - \theta\| \) and \( \|\cos^{-1}t + \theta\| \) are greater than \( \theta \) for any \( t \in [0, 1] \), the contribution of the first two integrands in the right hand side of (3.30) is less than

\[ 2 \int_0^1 (1 + (2\theta)^{-1})d\mu(D_d(x_0, t)) = 2(1 + (2\theta)^{-1}), \quad (3.32) \]

by (3.31). Next we consider

\[ \int_0^1 k_M(\frac{\cos^{-1}t}{2\pi} - \theta)d\mu(D_d(x_0, t)) = \left\{ \int_{r-\epsilon}^{r-\epsilon} + \int_{r-\epsilon}^{r+\epsilon} + \int_{r+\epsilon}^{1} \right\} k_M(\frac{\cos^{-1}t}{2\pi} - \theta)d\mu(D_d(x_0, t)). \]

For \( t \in [0, r - \epsilon) \) or \( t \in [r + \epsilon, 1] \), we have

\[ \|\cos^{-1}t - \theta\| = |\cos^{-1}t - \theta| = |\cos^{-1}t - \cos^{-1}r| \geq \frac{\epsilon}{2\pi}. \]

It follows from (3.31) that

\[ \int_0^1 k_M(\frac{\cos^{-1}t}{2\pi} - \theta)d\mu(D_d(x_0, t)) \leq \left\{ \int_{r-\epsilon}^{r-\epsilon} + \int_{r-\epsilon}^{r+\epsilon} \right\} (1 + \frac{\pi}{\epsilon})d\mu(D_d(x_0, t)) + \int_{r-\epsilon}^{r+\epsilon} (1 + M)d\mu(D_d(x_0, t)) \leq 1 + \frac{\pi}{\epsilon} + (1 + M)\{\mu(D_d(x_0, r + \epsilon)) - \mu(D_d(x_0, r - \epsilon))\}. \quad (3.33) \]

Similarly, we have

\[ \int_{-1}^1 k_M(\frac{\cos^{-1}t}{2\pi} - \frac{1}{2} + \theta)d\omega(t) \leq 1 + \frac{\pi}{\epsilon} + (1 + M)\{\mu(D_d(x_0, r + \epsilon)) - \mu(D_d(x_0, r - \epsilon))\}. \quad (3.34) \]

Therefore, from (3.30), (3.32), (3.33) and (3.34)

\[ V_g(\frac{1}{2}) + B^M_0(g) \leq 2(1 + (2\theta)^{-1}) + 2(1 + \frac{\pi}{\epsilon}) + 2(1 + M)\{\mu(D_d(x_0, r + \epsilon)) - \mu(D_d(x_0, r - \epsilon))\} \leq 4 \left( 1 + \frac{1}{\epsilon} + M\{\mu(D_d(x_0, r + \epsilon)) - \mu(D_d(x_0, r - \epsilon))\} \right). \]

This proves (3.29) for \( 0 < r < 1 \). The case \( r = 1 \) can be proved in a similar manner. \( \square \)

**Theorem 3.5** (Weyl’s Criterion). Suppose \((X, d, \mu, \omega(x))\) and \(Q^{-\infty}(x)\) satisfy the conditions in Theorem 3.3. We also assume that \(\mu(D_d(x_0, t))\) is continuous on
[0, 1]. Then the sequence \( \{x_i\}_{i=1}^{\infty} \) is \( \mu \)-uniformly distributed if and only if

\[
\lim_{L \to \infty} \frac{1}{L} \sum_{l=1}^{L} Q_n^x(d(x_l, y)) = 0
\]

for any \( y \in X \) and \( n \geq 1 \).

**Proof.** Suppose (3.35) holds for any \( y \in X \) and \( n \geq 1 \). The result follows from Lemma 3.1, Theorem 3.3 and Lemma 3.4 by letting \( \epsilon = M^{-1/2} \) and \( M, L \to \infty \). Conversely, suppose the sequence \( \{x_l\}_{l=1}^{\infty} \) is \( \mu \)-uniformly distributed. Then (3.35) follows from (3.1) and the fact that

\[
\int_X Q_n^x(d(x, y))d\mu = \int_1^1 Q_n^x(t)d\omega = 0,
\]

for any \( y \in X \) and \( n \geq 1 \). \( \square \)

### 4. Uniform Distribution in \( \mathbb{P}^{n-1}(k_v) \)

In this section, we concentrate on the projective spaces over number fields again and compute the orthonormal polynomials for this case. In view of Lemmas 2.3, 2.4 and §2.2 in [11], the set of orthonormal polynomials exists. We denote the set of orthonormal polynomials for \( \mathbb{P}^{n-1}(k_v) \) by \( \{Q_n^{x,y}(x)\}_{n=1}^{\infty} \).

We first consider the case \( v|\infty \). According to Lemma 2.3, we should divide our consideration into two cases: \( k_v \cong \mathbb{R} \) and \( k_v \cong \mathbb{C} \).

For \( k_v \cong \mathbb{R} \), from (2.9), we have

\[
d\mu_v^N(\mathbb{D}(\beta, t)) = \frac{2}{c_1} \cdot \frac{t^{N-2}}{\sqrt{1-t^2}}dt.
\]

For any \( \alpha, \beta > -1 \) and \( n \geq 0 \), let \( P_n^{(\alpha, \beta)}(x) \) be the Jacobi’s polynomials and for \( \lambda > -\frac{1}{2} \) and \( n \geq 0 \), let \( C_n^{\lambda}(x) \) be the ultraspherical polynomials (c.f (4.3.3) and (4.7.1) in [11]). Note that \( C_n^{\lambda}(x) \) is Jacobi’s polynomials with \( \alpha = \beta = \lambda - \frac{1}{2} \) and suitable normalization. In particular, we have \( C_n^{0}(\cos \theta) = \frac{2}{n} \cos n\theta \) and \( C_n^1(\cos \theta) = \frac{\sin(n+1)\theta}{\sin \theta} \). Like cosine and sine functions, Jacobi’s polynomials satisfy the addition theorem ((4.10.20) in [11]), namely,

\[
P_n^{(\alpha, \beta)}(2|\cos \theta_1 \cos \theta_2 + e^{i\phi} \sin \theta_1 \sin \theta_2|^2 - 1)
\]

\[
= \sum_{m=0}^{n} \sum_{l=0}^{m} a_{m,m,l}^{(\alpha, \beta)}(\sin \theta_1 \sin \theta_2)^{m-l}(\cos \theta_1 \cos \theta_2)^{m-l} P_{l-m}^{(\alpha, \beta-1, \beta+m-l)}(\cos 2\theta_1) \times
\]

\[
\times P_{n-m}^{(\alpha, \beta-1, \beta+m-l)}(\cos 2\theta_2) P_l^{(\alpha-1, \beta, \beta+l)}(2r^2 - 1)e^{m-l} \frac{\beta + m - l}{\beta} C_{m-l}^{\beta}(\cos \phi),
\]

where

\[
a_{m,n,l}^{(\alpha, \beta)} = \frac{(m + l + \alpha)(n + m + \alpha + \beta + 1)\Gamma(n +\alpha)}{(\Gamma(n + \alpha + \beta + 1)\Gamma(n + l + \alpha + 1)} \times
\]

\[
\times \frac{(\Gamma(\beta + 1)\Gamma(n + \beta + 1)\Gamma(n - m + 1)}{(\Gamma(n + \beta + 1)\Gamma(n - l + \beta + 1)}
\]

and the limit relation

\[
\lim_{\beta \to 0} \frac{\beta + n}{\beta} C_{n}^{\beta}(\cos \phi) = \begin{cases} 
2 \cos n\phi & n = 1, 2, \ldots, \\
1 & n = 0,
\end{cases}
\]
is used when $\beta = 0$. In particular, for the ultraspherical polynomials, we have
\[
C_n(\cos \theta \cos \phi + \sin \theta \sin \phi \cos \psi) = C_n^\lambda(\cos \theta)C_n^\lambda(\cos \phi) + \sum_{j=1}^n b_{j,n}^\lambda(\sin \theta)^j C_{n-j}^{\lambda+j}(\cos \theta) \times
\]
\[
\times (\sin \phi)^j C_{n-j}^{\lambda+j}(\cos \phi) \frac{2\lambda + 2j - 1}{2\lambda - 1} C_j^{\lambda-j-\frac{1}{2}}(\cos \psi),
\]
where
\[
b_{j,n}^\lambda = \frac{\Gamma(2\lambda)2^{2j}(\Gamma(j+\lambda))^2\Gamma(n-j+1)}{\Gamma(\lambda)^2\Gamma(n+j+2\lambda)},
\]
subject to the same limit relation above. It is easy to show that
\[
Lemma 4.1.\ Suppose \quad C \quad \text{can be expressed in terms of the ultraspherical polynomials.}
\]
In view of the uniqueness of the orthonormal polynomials, it suffices to show
\[
Proof.\quad \text{for any} \quad |x| \leq 1 \quad \text{and} \quad \lambda \geq \frac{1}{2}, \quad \text{then we have}
\]
\[
|P_n^{(\alpha,\beta)}(x)| \leq (en)^{\max(\alpha,\beta)}, \quad |P_n^{(\alpha,\beta)'}(x)| \leq \frac{\alpha + \beta + n + 1}{2} (en)^{\max(\alpha,\beta)+1}
\]
and
\[
|C_n^{\lambda}(x)| \leq (en)^{2\lambda-1}, \quad |C_n^{\lambda'}(x)| \leq 2\lambda(en)^{2\lambda+1}
\]
for any $|x| \leq 1$ and $n \geq 1$. These estimations will be frequently used in the next section.

The next lemma shows that the orthonormal polynomials for the case $k_c \equiv \mathbb{R}$ can be expressed in terms of the ultraspherical polynomials.

\textbf{Lemma 4.1.} Suppose $v|\infty$ and $k_c \equiv \mathbb{R}$. Then for $n \geq 0$
\[
Q_n^{N,v}(x) = \begin{cases} 
\alpha_n^N C_n^{N-2}((\sqrt{1-x^2}) & \text{if } n \text{ is even,} \\
\alpha_n^N xC_n^{N-2}((\sqrt{1-x^2}) & \text{if } n \text{ is odd,} 
\end{cases}
\]
where $\alpha_0^N = 1$ and $n \geq 1$
\[
\alpha_n^N := \begin{cases} 
(-1)^{n-1} \frac{N-1}{N+2n-2} \left(\frac{N+n-2}{n-1}\right)^{-\frac{1}{2}} & \text{if } n \text{ is odd,} \\
(-1)^n n2^{-\frac{1}{2}} & \text{if } n \text{ is even and } N = 2, \\
(-1)^{n} \frac{N-2}{N+2n-2} \left(\frac{N+n-3}{n}\right)^{-\frac{1}{2}} & \text{if } n \text{ is even and } N \geq 3.
\end{cases}
\]

\textit{Proof.} In view of the uniqueness of the orthonormal polynomials, it suffices to show that polynomials in (4.6) satisfy condition (3.6) because $Q_n^{N,v}(x)$ is a polynomial of degree $n$ with positive leading coefficient. First of all, since $Q_n^{N,v}(x)$ is odd and even according as $n$ is odd and even, so $\langle Q_{2m}^{N,v}(x), Q_{2n+1}^{N,v}(x) \rangle = 0$ for any $m, n \geq 0$ by
(3.25). Now we consider
\[<Q_{2m}^{N,v}(x), Q_{2n}^{N,v}(x)>\]
\[= \alpha_{2m}^{N} \alpha_{2n}^{N} \int_{-1}^{1} C_{2m}^{N-2} (\sqrt{1-x^2}) C_{2n}^{N-2} (\sqrt{1-x^2}) dx\]
\[= \frac{2nN_{2m}^{N} \alpha_{2n}^{N}}{c_{1}} \int_{0}^{1} C_{2m}^{N-2} (\sqrt{1-x^2}) C_{2n}^{N-2} (\sqrt{1-x^2}) x^{N-2} dx\]
\[= \frac{\alpha_{2m}^{N} \alpha_{2n}^{N}}{c_{1}} \int_{-1}^{1} C_{2m}^{N-2} (x) C_{2n}^{N-2} (x) (1-x^2)^{N-3} dx\]
\[= \delta_{mn},\]
by (3.25), (4.1), (4.3.3) and (4.7.1) in [11]. Similarly, we can prove that
\[<Q_{2m+1}^{N,v}(x), Q_{2n+1}^{N,v}(x)> = \delta_{mn}.\]
This completes the proof of the lemma. \(\square\)

For \(k_v \equiv \mathbb{C}\), from (2.9), we have
\[dp_v^{N}(D(\beta, t)) = 2(N-1)\beta^{2N-3} dt.\]
In a manner which is similar to the case \(k_v \equiv \mathbb{R}\), \(Q_n^{N,v}(x)\) can be expressed in terms of the Jacobi’s polynomials.

**Lemma 4.2.** Suppose \(v \mid \infty\) and \(k_v \equiv \mathbb{C}\). Then for any \(m \geq 0\)
\[Q_n^{N,v}(x) = \begin{cases} \beta_m^{N} xP_{m}^{0,N-2}(2x^2-1) & \text{if } n = 2m, \\ \beta_m^{N} xP_{m}^{0,N-1}(2x^2-1) & \text{if } n = 2m+1, \end{cases}\]
where \(\beta_m^{N} = \left(\frac{N+m-1}{N+1}\right)^{\frac{1}{2}}\).

**Proof.** The proof is similar to that of Lemma 4.1. \(\square\)

When \(v\) is a finite place, the orthonormal polynomials in this case are more complicated and we are not able to represent them in terms of familiar polynomials. Since the explicit formula for these polynomials doesn’t contribute to our proof of the main theorem, we just state the following recursive relation for \(Q_n^{N,v}(x)\) without proof. Such a proof can be found in [4].

Let
\[\alpha_m^{N} := 1 - \|\pi_v\|_v^{2(n-1)+m+(n+1)N-n} dx\] and \(\beta_m := 1 - \|\pi_v\|_v^{m+(N-1)} dx\) for any \(m \geq 0\) and \(n \geq 1\).

**Lemma 4.3.** For \(n \geq 2\), we have
\[Q_n^{N,v}(x) = a_{n-1} \{xQ_{n-1}^{N,v}(x) - \frac{1}{a_{n-2}} Q_{n-2}^{N,v}(x)\}\]
and \(Q_0^{N,v}(x) \equiv 1, \ Q_1^{N,v}(x) \equiv \left(\frac{\alpha_0^{N} \beta_0}{\beta_1^{N}}\right)^{\frac{1}{2}} x\). Here
\[a_{2n} = \left(\frac{\alpha_n^{N} \alpha_n^{N-1} \alpha_n^{N-4} \beta_{2n+2} \beta_{2n}}{\alpha_n^{N} \alpha_n^{N-4} \alpha_n^{N+2} \beta_{2n+2} \beta_{2n+2}}\right)^{\frac{1}{2}}\]
where the implicit constant depends only on $k$

Suppose Theorem 5.1.

We are going to establish the following result. Let $\beta$ hold. This completes the proof of Theorem 4.4. Hence, from (3.1) and (3.2),

\[
\{\mu_v^N(\Delta_v(\alpha, \beta)) = 0 \} \quad \text{for any } \beta \in \mathbb{P}^{N-1}(k_v) \text{ and } n \geq 1.
\]

Proof. For $v|\infty$, since $\mu_v^N(\mathbb{D}(\beta, t))$ is continuous on $[0, 1]$, so (4.8) follows from Theorem 3.5. For $v \nmid \infty$, we recall that

\[
\{\Delta_v(\alpha, \beta) : \alpha \neq \beta\} = \{\|\pi_v\|^m : m \geq 0\}.
\]

Thus for any $\beta \in \mathbb{P}^{N-1}(k_v)$ and $m > 0$, we have

\[
\chi_D(\beta, \|\pi_v\|)(\alpha) = \chi_{(\beta, \|\pi_v\|^{m-1}((1 + \|\pi_v\|))}(\alpha).
\]

Since $\mu_v^N(\mathbb{D}(\beta, t))$ is constant on $(\|\pi_v\|^m, \|\pi_v\|^{m-1})$, so if we take $r = \frac{\|\pi_v\|^{m-1}}{2} (1 + \|\pi_v\|)$ and $\epsilon = \frac{\|\pi_v\|^{m-1}}{4} (1 - \|\pi_v\|)$ in (3.28), then

\[
\frac{\|V_0(\frac{1}{2}) + B_0 M(g)\|}{M + 1} \leq \frac{4(1 + \frac{1}{2})}{M + 1} \leq \frac{32}{(1 - \|\pi_v\|)\|\pi_v\|^{m-1}(M + 1)} \rightarrow 0
\]

as $M \rightarrow \infty$. Hence, by (3.28), for any $\beta \in \mathbb{P}^{N-1}(k_v)$ and $m, n \geq 1$, (4.8) implies

\[
\lim_{L \rightarrow \infty} \frac{1}{L} \sum_{l=1}^{L} \chi_D(\beta, \|\pi_v\|)(\alpha) = \mu(\mathbb{D}(\beta, \|\pi_v\|^m)).
\]

Hence, from (3.1) and (3.2), $\{\alpha_i\}_{i=1}^\infty$ is $\mu_v^N$-uniformly distributed if and only if (4.8) holds. This completes the proof of Theorem 4.4. \qed

5. Rational Points with Low Height

We now come to the proof of Theorem 2.2. For $v|\infty$, in view of Weyl’s Criterion, we are going to establish the following result.

Theorem 5.1. Suppose $v|\infty$. Let $H \geq 1$ and $n$ be a positive integer. Then for any $\beta$ in $\mathbb{P}^{N-1}(k_v)$, we have

\[
\sum_{\alpha \in \mathbb{P}^{N-1}(k)} Q_{2n}^N(\Delta_v(\alpha, \beta)) = O(n^{9(N-1)n}(H^{N+d-1} + H \log H)) \quad (5.1)
\]

where the implicit constant depends only on $k$ and $N$. 

Although using a slightly different definition of height, S. Schanuel in [10] (also see Theorem 5.3 in [6] and Theorem 1 in [13]) proved the following asymptotic formula for the number of rational points with low height,

\[ \sum_{\alpha \in \mathcal{P}_{N-1}(k), \ H(\alpha) \leq H} 1 = c_2 H^{N-d} + O(H^{N-d-1} + H \log H), \tag{5.2} \]

where

\[ c_2 = c_2(N, k) := \frac{hR2^{N}r_2 N^{r_1 + r_2 - 1}(V(N))^{r_1} (V(2N))^{r_2}}{w \| \Delta_k \| 2 \zeta_k(N)}. \tag{5.3} \]

Here \( h \) is the class number, \( r_1 \) and \( r_2 \) are the number of real and complex embeddings respectively from \( k \) into \( \mathbb{C} \), \( R \) is the regulator, \( w \) is the number of roots of unity of \( k \), \( \zeta_k \) is the Dedekind zeta function of \( k \) and \( V(l) \) is the \( l \)-dimensional volume of the unit ball in \( \mathbb{R}^l \). Then Theorem 2.2 follows from Theorem 4.4, (5.2) and Theorem 5.1.

Let

\[ \mathfrak{D}_k := \{ \alpha \in k : \| \alpha \|_e \leq 1 \text{ for all } v, \, v \notdivides \infty \} \]

be the ring of integers in \( k \). If \( v \) is a finite place of \( k \), then we define

\[ \mathfrak{P}_v := \{ \alpha \in \mathfrak{D}_k : \| \alpha \|_v < 1 \}. \]

Then \( \{ \mathfrak{P}_v : v \notdivides \infty \} \) is the set of all prime ideals in \( \mathfrak{D}_k \). In view of the fundamental theorem of ideals in \( k \), every non-zero fractional ideal \( \mathfrak{B} \) in \( k \) can be written uniquely as a product of prime ideals such that

\[ \mathfrak{B} = \prod_{v \notdivides \infty} \mathfrak{P}_v^{m_v} \]

for \( m_v \in \mathbb{Z} \) and \( m_v = 0 \) for almost all but finitely many \( v \). Furthermore, we have

\[ \mathfrak{B} = \{ \alpha \in k : \| \alpha \|_v \leq \| \pi_v \|^{m_v} \text{ for all } v, \, v \notdivides \infty \}. \]

If we denote the norm \( N(\mathfrak{P}_v) \) of \( \mathfrak{P}_v \) by \( q_v \), then

\[ N(\mathfrak{B}) = \prod_{v \notdivides \infty} N(\mathfrak{P}_v)^{m_v} = \prod_{v \notdivides \infty} q_v^{m_v} \]

and \( q_v = \| \pi_v \|^{-d_v} \).

Let \( \alpha \longrightarrow \alpha^{(i)} \) \((1 \leq i \leq d)\) denote the embeddings from \( k \) into \( \mathbb{C} \), ordered so that the first \( r_1 \) are real and \( \alpha^{(i+r_2)} = \bar{\alpha}^{(i)} \) for \( r_1 + 1 \leq i \leq r_1 + r_2 \), where \( \bar{\alpha} \) is the complex conjugate of \( \alpha \) and \( d = r_1 + 2r_2 \). If \( \alpha = (\alpha_0, \cdots, \alpha_{N-1})^t \) is an element in \( k^N \), then we let

\[ \alpha^{(i)} = (\alpha_0^{(i)}, \cdots, \alpha_{N-1}^{(i)})^t. \]

where \( \alpha^t \) means the transpose of \( \alpha \). Hence if \( v \) is an infinite place of \( k \), then

\[ \| \alpha \|_v = \| \alpha^{(i)} \| \text{ for some } 1 \leq i \leq r_1 + r_2 \text{ where } \| \cdot \| \text{ is the usual Euclidean norm over } \mathbb{C}. \]

Given a non-zero element \( \alpha \) in \( k^N \), we let \( \langle \alpha \rangle \) be the fractional ideal in \( k \) generated by its components \( \alpha_0, \cdots, \alpha_{N-1} \). For each finite place \( v \), we let \( \| \alpha \|_v = \| \pi_v \|^{m_v} \) for some \( m_v \in \mathbb{Z} \). Then

\[ \langle \alpha \rangle = \{ \alpha \in k : \| \alpha \|_v \leq \| \pi_v \|^{m_v} \text{ for all } v, \, v \notdivides \infty \} \]

\[ = \prod_{v \notdivides \infty} \mathfrak{P}_v^{m_v}. \]
ON THE DISTRIBUTION OF POINTS IN PROJECTIVE SPACE OF BOUNDED HEIGHT 23

It follows that

\[
N(<\alpha>) = \prod_{v \mid \infty} \|\pi_v\|_v^{-m_v d_v} = \prod_{v \mid \infty} \|\alpha\|_v^{-d_v}
\]

and hence

\[
H(\alpha)^d = N(<\alpha>)^{-1} \prod_{i=1}^{r_1+r_2} \|\alpha^{(i)}\|_v^{e_i}
\]

where

\[
e_i := \begin{cases} 
1 & \text{if } 1 \leq i \leq r_1, \\
2 & \text{if } r_1 + 1 \leq i \leq r_1 + r_2.
\end{cases}
\]

It will be convenient to write

\[
H_\infty(\alpha) := \prod_{i=1}^{r_1+r_2} \|\alpha^{(i)}\|_v^{e_i}
\]

so that

\[
H(\alpha)^d = N(<\alpha>)^{-1} H_\infty(\alpha).
\]

Let \(\mu\) be the M"obius function on ideals in \(\mathcal{O}_k\).

**Lemma 5.2.** Let \(F: \mathbb{P}^{N-1}(k) \rightarrow \mathbb{C}\) be a bounded function and \(\|F(\alpha)\| \leq M\) for any \(\alpha\) in \(\mathbb{P}^{N-1}(k)\). Then for any \(H \geq 1\) we have

\[
\sum_{\substack{\alpha \in \mathbb{P}^{N-1}(k) \\
H(\alpha) \leq H}} F(\alpha) = \sum_{\substack{\mathfrak{c} \subseteq \mathcal{O}_k \\
N(\mathfrak{c}) \leq H^d}} \mu(\mathfrak{c}) \sum_{\mathfrak{a} \subseteq \mathcal{O}_k} \sum_{\substack{\mathfrak{b} \subseteq \mathcal{O}_k \\
N(\mathfrak{b}) \leq H^d/N(\mathfrak{c})}} F([\mathfrak{a}, 1]) + O(MH^{(N-1)d}),
\]

where \(\mathfrak{c} \subseteq \mathcal{O}_k\) means that the summation runs over all integral ideals in \(\mathcal{O}_k\) and the implicit constant depends only on \(k\).

**Proof.** For any non-zero \(\alpha = (\alpha_0, \ldots, \alpha_{N-2})^t \in k^{N-1}\), we define

\[
\mathfrak{F}(\alpha) := \{a \in k : a\alpha \in \mathcal{O}_k^{N-1}\}.
\]

Then \(\mathfrak{F}(\alpha)\) is a fractional ideal in \(k\). Let

\[
\mathfrak{F}^*(\alpha) := \mathfrak{F}(\alpha) \cap \mathcal{O}_k.
\]

So, \(\mathfrak{F}^*(\alpha) =< (\alpha, 1) >^{-1}\). Hence from (5.2), (5.4) and (5.5), we have

\[
\sum_{\substack{\alpha \in \mathbb{P}^{N-1}(k) \\
H(\alpha) \leq H}} F(\alpha) = \sum_{\substack{[\alpha, 1] \in \mathbb{P}^{N-1}(k) \\
H([\alpha, 1]) \leq H}} F([\alpha, 1]) + O(MH^{(N-1)d})
\]

\[
= \sum_{\substack{\alpha \in k^{N-1} \\
N(\mathfrak{F}^*(\alpha))H_\infty(\alpha, 1) \leq H^d}} F([\alpha, 1]) + O(MH^{(N-1)d}).
\]
For any fractional ideal \( \mathfrak{U} \) in \( k \), we define
\[
\lambda(\mathfrak{U}, H) := \sum_{\alpha \in k^{N-1}} F([\alpha, 1]) \\
H_\infty(\alpha, 1) \leq H/N(\mathfrak{U})
\] (5.8)
and
\[
\overline{\lambda}(\mathfrak{U}, H) := \sum_{\alpha \in k^{N-1}} F([\alpha, 1]).
\] (5.9)

Using an argument similar to that used to prove Lemma 1 in [13], we have
\[
\lambda(\mathfrak{U}, H) = \sum_{C \mid \mathfrak{U}} \mu(C) \lambda(\mathfrak{U}C^{-1}, H/N(C)).
\] (5.10)

Note that if \( \mathfrak{U} \not\subseteq \mathfrak{O}_k \), then in view of (5.9), \( \overline{\lambda}(\mathfrak{U}, H) = 0 \). So, by (5.10),
\[
\sum_{\alpha \in k^{N-1}} \mu([\alpha]) H_\infty(\alpha, 1) \leq H/N(\mathfrak{U})
\] (5.11)
where \( \mathfrak{U} = \mathfrak{B}\mathfrak{C} \).

Now suppose \( \mathfrak{B} \) is a fractional ideal in \( k \). Then we claim that
\[
\alpha \in (\mathfrak{B}^{-1})^{N-1} \quad \text{if and only if} \quad \mathfrak{B} \subseteq \mathcal{T}(\alpha).
\] (5.12)

For, if \( \alpha = (\alpha_0, \cdots, \alpha_{N-2})^{T} \in (\mathfrak{B}^{-1})^{N-1} \), then
\[
\alpha_j \mathfrak{B} \subseteq \mathfrak{D}_k
\]
for all \( 0 \leq j \leq N-2 \). So, \( \mathfrak{B} \subseteq \mathcal{T}(\alpha) \). Conversely, if \( \mathfrak{B} \subseteq \mathcal{T}(\alpha) \), then for any \( b \in \mathfrak{B} \), we have \( b\alpha \in \mathfrak{D}_k^{N-1} \) and hence \( b\alpha_j \in \mathfrak{D}_k \) for all \( j = 0, \cdots, N-2 \). Therefore \( \alpha_j \mathfrak{B} \subseteq \mathfrak{D}_k \) for all \( j = 0, \cdots, N-2 \) and this implies that \( \alpha \in (\mathfrak{B}^{-1})^{N-1} \).

Finally, in view of (5.8) and (5.12), we get
\[
\lambda(\mathfrak{B}, H^d/N(\mathfrak{C})) = \sum_{\alpha \in (\mathfrak{B}^{-1})^{N-1}} F([\alpha, 1]).
\] (5.13)

Therefore, (5.6) follows from (5.7), (5.11) and (5.13). \( \square \)
Lemma 5.2 suggests that we should investigate the sum
\[ S^l(\mathfrak{B}, X, F) := \sum_{\alpha \in (\mathfrak{B}^{-1})^{l-1}} F(\alpha) \]  
for any \( X \geq 1, l \geq 2 \) and integral ideal \( \mathfrak{B} \) in \( \mathcal{O}_k \). For \( \alpha \in \mathbb{C} \), we choose the range of the argument of \( \alpha \) so that \( 0 \leq \arg(\alpha) < 2\pi \) and for any \( y = (y_1, y_2) \in \mathbb{R}^2 \), we let \( \arg(y) := \arg(y_1 + iy_2) \). Then we define
\[ S^l_a(\mathfrak{B}, X, y, \theta) := \text{Card} \left\{ \alpha = (\alpha_0, \cdots, \alpha_{i-2})^t \in (\mathfrak{B}^{-1})^{l-1} : \|\alpha^{(r)}\| \leq y, \right\} \]  
for any \( 1 \leq r \leq r_1 + r_2, y > 0, 0 \leq \theta \leq 2\pi \) and \( \gamma \) in \( k^*, s \geq 1 \). Suppose the values of \( F(\alpha) \) depend only on \( \|\alpha^{(r)}\| \). Then
\[ S^l(\mathfrak{B}, X, F) = \sum_{\alpha \in (\mathfrak{B}^{-1})^{l-1}} G(\|\alpha^{(r)}\|) \]
where \( G(\|\alpha^{(r)}\|) := F(\alpha) \) and \( G(y) \) is continuous on \((0, \infty)\). In order to estimate \( S^l_a(\mathfrak{B}, X, y, \gamma, \theta) \), we follow the argument in [13] and first show that this is equal to the number of lattice points inside some domain in \( \mathbb{R}^d \). Then we use Theorems 4 and 5 in [13] to estimate the number of such lattice points. Lemma 5.3 below gives us an asymptotic estimation for \( S^l_a(\mathfrak{B}, X, y, \gamma, \theta) \). Before we state the lemma, we need to introduce some notations. For any \( \sigma \in \Sigma_m := \{(e_1, e_2, \cdots, e_m) : e_j \in \{1, 2\}\} \) and \( x > 0 \), we let
\[ D_\sigma(x) := \left\{ u \in \mathbb{R}^m : \prod_{j=1}^m (u_i^2 + 1)^{c_j} \leq x^{-1} \text{ and } 0 \leq u_j, \forall j \right\} \]
and
\[ f_\sigma^l(x) := \int_{D_\sigma(x)} \cdots \int_{D_\sigma(x)} m \prod_{j=1}^m u_{j}^{l_{j-1}} du_j \]  
for any \( l \geq 1 \). Note that if \( x \geq 1 \), then \( f_\sigma^l(x) = 0 \) for any \( \sigma \). For \( 1 \leq r \leq r_1 + r_2 \), we let
\[ \sigma_r := (e_1, \cdots, e_{r-1}, e_{r+1}, \cdots, e_{r+1}) \]
be an element in \( \Sigma_{r_1+r_2-1} \). If \( d = 1 \), i.e., \( r_1 = 1 \) and \( r_2 = 0 \), then we understand that
\[ f_{\sigma_1}^l(x) = x \chi_{[0,1]}(x). \]  
Let \( E^d := \{(\alpha_1, \alpha_2, \cdots, \alpha_d)^t \in \mathbb{R}^{r_1} \times \mathbb{C}^{r_2} : \alpha_{r_1+i} = \alpha_{r_1+r_2+i}, 1 \leq i \leq r_2 \}, \)
where \( \alpha_i \in \mathbb{R}^l \) for \( 1 \leq i \leq r_1 \) and \( \alpha_i \in \mathbb{C}^l \) for \( r_1 + 1 \leq i \leq d \). We then define \( \rho : k^l \longrightarrow E^d \) by
\[ \rho(\alpha) := (\alpha^{(1)}, \cdots, \alpha^{(d)})^t. \]
and \( \psi : \mathbb{R}^d \to \mathbb{R}^d \) by

\[
\psi(\alpha_1, \cdots, \alpha_d) := (\beta_1, \cdots, \beta_{r_1+r_2})^t
\]

where \( \beta_i := \alpha_i \) for \( 1 \leq i \leq r_1 \),

\[
\beta_i := (\beta_{i0}, \cdots, \beta_{i(l-1)})^t
\]

for \( r_1 + 1 \leq i \leq r_1 + r_2 \) and \( \beta_{ij} := (\Re(\alpha_{ij}), \Im(\alpha_{ij})) \) for \( 0 \leq j \leq l - 1 \). Note that \( \psi \circ \rho \) embeds \( k \) into \( \mathbb{R}^d \).

Next we suppose that \( \Lambda \) is a lattice in \( \mathbb{R}^l \). Let \( \lambda_1 \leq \cdots \leq \lambda_l \) be the successive minima of \( \Lambda \) with respect to the unit ball in \( \mathbb{R}^l \). Let \( \{y_1, \cdots, y_l\} \) be a corresponding set of linearly independent vectors in \( \Lambda \) such that

\[
\|y_j\| = \lambda_j
\]

for \( 1 \leq j \leq l \). Define

\[
\Lambda^{-1} := \Lambda \cap \bigoplus_{j=1}^{l-1} \mathbb{R} y_j
\]

for \( 1 \leq i \leq l - 1 \). Let \( b_1, \cdots, b_l \) be a basis for \( \Lambda \). If \( \tau \) is some \( m \)-element subset of \( \{1, \cdots, l\} \), then we write \( V_\tau \) for the space spanned by the vectors \( b_j \) for \( j \in \tau \) and \( V_{\tau^c} \) for the space spanned by the remaining vectors \( b_j \). We also denote the orthogonal complement of a subspace, \( V_j \), in \( \mathbb{R}^l \) by \( V_j \perp \) and the orthogonal projection of a domain, \( D \), onto \( V \) by \( D(V) \).

**Lemma 5.3.** Suppose \( \mathcal{B} \) is an integral ideal in \( \mathcal{D}_k \) and \( 1 \leq r \leq r_1 + r_2 \). Let \( \gamma \) be an element in \( k^s \), \( s \geq 1 \) such that \( 1 \leq \|\gamma(i)\| \) for any \( 1 \leq j \leq r_1 + r_2 \). For any \( X \geq 1, l \geq 1 \) and \( y > 0 \) we let

\[
J = J(X, y, \gamma, r, l) := \int_{\|\gamma(i)\|}^{\|y\|} f_{\gamma(i)}^l \frac{(u^2 + 1)^{\frac{l}{2}} H_{\infty}(\gamma)}{X} \frac{u^{l_r-1}}{(u^2 + 1)^{\frac{l}{2}}} du.
\]

Then for any \( 0 \leq \theta \leq 2\pi \), we have

\[
S_{r+1}^{l+1}(\mathcal{B}, X, y, \gamma, \theta) = c_3 N(\mathcal{B})^l \Delta J H_{\infty}(\gamma)^{l-1} X + O \left( N(\mathcal{B})^{l-\frac{1}{2}} X \sum_{m=1}^{r_1+r_2} \sum_{\sigma \in \Sigma_m} f_{\sigma}^l (X^{-1}) \right)
\]

(5.19)

where the implicit constant depends only on \( k \) and \( l \),

\[
c_3 = c_3(k, l) = (lV(l))r_1 (2lV(2l))r_2^{2l_2} \|\Delta_k\|^{-\frac{2}{l}},
\]

and \( \Delta = \Delta(\theta, r) \) is \( 1 \) or \( \frac{\theta}{2\pi} \) according as \( 1 \leq r \leq r_1 \) or \( r_1 + 1 \leq r \leq r_1 + r_2 \).

**Proof.** We first suppose that \( r_1 + 1 \leq r \leq r_1 + r_2 \). If we let \( \Lambda := \psi \circ \rho(\mathcal{B}^{-1}) \) and for any \( 0 \leq \phi \leq 2\pi \)

\[
D(\phi) := \{ (\beta_1, \cdots, \beta_{r_1+r_2}) \in \mathbb{R}^{l_d} : \prod_{i=1}^{r_1+r_2} (\|\beta_i\|^2 + \|\gamma(i)\|^2)^{\frac{1}{2}} \leq X, \|\beta_i\| \leq y, 0 \leq \arg(\beta_{r_1+1}) \leq \phi \},
\]

where \( \beta_i := (\beta_{i0}, \cdots, \beta_{i(l-1)})^t \) and \( \beta_{ij} \in \mathbb{R}^2 \) for \( r_1 + 1 \leq i \leq r_1 + r_2 \) and \( j = 0, \cdots, l-1 \), then

\[
S_{r+1}^{l+1}(\mathcal{B}, X, y, \gamma, \theta) = \text{Card}(\Lambda \cap D(\theta)),
\]
by (5.15). In view of Lemma 1 in [12], \( \rho((\mathfrak{B}^{-1})^i) \) is a lattice in \( \mathbb{E}^{ld} \) and
\[
\det(\rho((\mathfrak{B}^{-1})^i)) = N(\mathfrak{B}^{-1})^i \det(\rho(\mathfrak{B}^i)) = N(\mathfrak{B}^{-1})^i \|\Delta_k\|^\frac{1}{2}.
\]
Since \( \psi \) is a bijective linear transformation with determinant \( 2^{-l r^2} \), we have
\[
\det(\Lambda) = (N(\mathfrak{B}^{-1})2^{-r^2} \|\Delta_k\|^\frac{1}{2})^i.
\]
If we set \( u_i = \|\beta_i\| \) for \( 1 \leq i \leq r_1 + r_2 \) and use polar coordinates for each \( \beta_i \), then the \( ld \)-dimensional volume of \( D(\theta) \) is
\[
\frac{\theta}{2\pi} ((IV(l))^r (2IV(2l))^r) \int_{\Pi^{1+r^2}(\alpha_{i+1}\gamma(i))^2 \leq \lambda} \chi_{[0,y]}(u_r) \prod_{i=1}^{r_1+r_2} u_i^{e_i-1} du_i
\]
\[
= \frac{\theta}{2\pi} ((IV(l))^r (2IV(2l))^r (H(\gamma))^l) \int_A \prod_{i=1}^{r_1+r_2} u_i^{e_i-1} du_i \tag{5.20}
\]
where
\[
A := \left\{ u \in \mathbb{R}^{r_1+r^2} : 0 \leq u_i, \forall i, 0 \leq u_r \leq y/\|\gamma^{(r)}\|, \prod_{i=1}^{r_1+r_2} (u_i^2 + 1)^{\frac{1}{2}} \leq X/H(\gamma) \right\}.
\]
In view of (5.17), we have
\[
\int_A \prod_{i=1}^{r_1+r_2} u_i^{e_i-1} du_i
\]
\[
= H(\gamma) \int_0^{y/(\|\gamma^{(r)}\|)} \int_{\sigma_r} \left( \frac{u^2 + 1}{X} \right)^{\frac{1}{2}} H(\gamma) \frac{u^{e_r-1}}{(u^2 + 1)^{\frac{1}{2}}} du
\]
\[
= JH(\gamma)^{-1} X. \tag{5.21}
\]
Now we apply Lemma 10 in [12] and Theorem 5 in [13] and in view of (5.20) and (5.21) we get
\[
S_{l+1}^{l+1}(\mathfrak{B}, X, y, \gamma, \theta)
\]
\[
= \frac{\text{Vol}(D(\theta))}{\det(\Lambda)} + O \left( \sum_{m=0}^{l} \sum_{\tau} \frac{\text{Vol}((D(\theta)(V_{\tau}^m)))}{\det(\Lambda^{-(ld-m)})} \right)
\]
\[
= \frac{\text{Vol}(D(\theta))}{\det(\Lambda)} + O \left( \sum_{m=0}^{l} V_{m}(D(2\pi)) \right) \det(\Lambda^{-(ld-m)})
\]
\[
= c_3 N(\mathfrak{B})^l \Delta JH(\gamma)^{l-1} X + O \left( \sum_{m=0}^{l} \sum_{j=0}^{d-1} V_{md+j}(D(2\pi)) N(\mathfrak{B})^{m+\frac{1}{2}} \right) \tag{5.22}
\]
because \( D(\theta) \subseteq D(2\pi) \) and \( D(2\pi) \) is a coordinate domain. Next we analyze the error term in (5.22). If we replace all \( \|\gamma^{(j)}\| \) by 1 and remove the conditions \( \|\beta_j\| \leq y \) and \( 0 \leq \arg(\beta_j^{(i-1)}) \leq 2\pi \) in \( D(2\pi) \), then each summand in \( V_j(D(2\pi)) \) becomes larger. As proved (5.20), every summand in \( V_j(D(2\pi)) \) is \( \ll Xf_\sigma(X^{-1}) \)
Lemma 5.4. Let

\[ \sigma \]

for some \( \sigma \in \Sigma_m \) and \( 1 \leq m \leq r_1 + r_2 \). Hence the error term in (5.22) is

\[ \ll N(\mathcal{B})^{l-\frac{1}{2}} X \sum_{m=1}^{r_1 + r_2} \sum_{\sigma \in \Sigma_m} f_\sigma^l(X^{-1}). \]  

(5.23)

Therefore, (5.19) follows from (5.22) and (5.23). This proves (5.19) for \( r_1 + 1 \leq r \leq r_1 + r_2 \).

If \( 1 \leq r \leq r_1 \), then the condition \( 0 \leq \arg(a_{i-2}^{(r)}) \leq \theta \) can be removed because \( a_{i-2}^{(r)} \) is real. So, \( S^{l+1}(\mathfrak{B}, X, y, \gamma, \theta) = S^{l+1}(\mathfrak{B}, X, y, \gamma, 2\pi) \) and this proves (5.19) for \( 1 \leq r \leq r_1 \). □

It follows from the Dedekind-Weber theorem that for \( y > 0 \),

\[ \sum_{\mathfrak{B} \subseteq \mathcal{O}_k \atop N(\mathfrak{B}) \leq y} 1 = h \gg y + O(y^{1-\frac{1}{d}}), \]  

(5.24)

where

\[ \kappa := \frac{2^{r_1 + r_2} \pi^2 R}{\omega ||\Delta_k||} \]

Lemma 5.4. Let \( G : [0, \infty) \rightarrow \mathbb{C} \) be bounded, differentiable and \( \|G'(t)\| \) be integrable on \([0, \infty)\). Suppose \( \|G(t)\| \leq M \) and \( \int_0^\infty \|G'(t)\| \, dt \leq M' \). Then for any \( X \geq 1, l \geq 1 \) and \( 1 \leq r \leq r_1 + r_2 \), we have

\[ \sum_{\mathfrak{B} \subseteq \mathcal{O}_k \atop N(\mathfrak{B}) \leq X} S^{l+1}(\mathfrak{B}, X/N(\mathfrak{B}), (\|\alpha^{(r)}\|)) \]

\[ = c_4 X^{l+1} \int_0^\infty G(y) \frac{y^{l-1}}{(y^2 + 1)^{(l+1)/2}} \, dy + O((M + M') X^{l+1-\frac{1}{2}}), \]  

(5.25)

where the implicit constant depends only on \( k, l \) and \( G \), and

\[ c_4 = c_4(k, l, r) := \frac{c h \kappa}{l+1} \prod_{i \neq r \atop i=1} \frac{\Gamma\left(\frac{l}{2}\right) \Gamma\left(\frac{l_i}{2}\right)}{2 \Gamma\left(\frac{(l+1)\theta_i}{2}\right)}. \]

Proof. We first suppose \( d \geq 2 \). By (5.16),

\[ S^{l+1}(\mathfrak{B}, X/N(\mathfrak{B}), (\|\alpha^{(r)}\|)) = \int_0^\infty G(y) \, dy S^{l+1}(\mathfrak{B}, X/N(\mathfrak{B}), y, 1, 2\pi). \]

Hence from Lemma 5.3, we have

\[ S^{l+1}(\mathfrak{B}, X/N(\mathfrak{B}), (\|\alpha^{(r)}\|)) = c_3 N(\mathfrak{B})^{l-1} X \times \]

\[ \int_0^\infty G(y) f_\sigma^l \left( \frac{(y^2 + 1)^{c_r/2} N(\mathfrak{B})}{X} \right) \frac{y^{r-1}}{(y^2 + 1)^{c_r/2}} \, dy + \]

\[ \int_0^\infty G(y) \, dy \left( N(\mathfrak{B})^{l-1-\frac{1}{2}} X \sum_{m=1}^{r_1 + r_2} \sum_{\sigma \in \Sigma_m} f_\sigma^l (N(\mathfrak{B}) X^{-1}) \right). \]  

(5.26)

Next we consider the following summation which appears on the right hand side of (5.26) when we sum over \( \mathfrak{B} \subseteq \mathcal{O}_k, N(\mathfrak{B}) \leq X \). For simplicity, we temporarily fix \( y \geq 0 \) and let

\[ f(x) = f_\sigma^l \left( \frac{(y^2 + 1)^{c_r/2} x}{X} \right), \]
for $0 \leq x \leq X$. Then, by (5.24), we have
\[
\sum_{\mathcal{B} \subseteq \mathcal{D}_k} N(\mathcal{B})^{l-1} f(N(\mathcal{B}))
\]
\[
= \int_0^X x^{l-1} f(x) dx \sum_{\mathcal{B} \subseteq \mathcal{D}_k} \mathcal{N}(\mathcal{B})^{l-1}
\]
\[
= h \frac{X}{\sigma} \int_0^X x^{l-1} f(x) dx + O \left( \int_0^X x^{l-1} f(x) dx \right)
\]
(5.27)
because $f(X) = 0$ for any $\sigma$ and $y \geq 0$. For any $\sigma \in \Sigma_m$, $1 \leq m \leq r_1 + r_2$ and $0 \leq s < 1$, by (5.17), we have
\[
\int_0^X f(x)x^{l-1-s} dx
\]
\[
= \frac{(y^2 + 1)^{r/2}}{X} \int_0^X x^{l-s} \cdots \int_0^{(s^2 + 1)^{r/2} \leq X^s} \prod_{i=1}^m \frac{s^2 c_i}{l} dx_i
\]
\[
= \frac{1}{l+1-s} \left\{ \frac{X}{(y^2 + 1)^{r/2}} \right\}^{l-s} \prod_{i=1}^m \frac{\Gamma(lc_i/2)\Gamma(c_i(1-s)/2)}{\Gamma(lc_i(l+1-s)/2)}
\]
(5.28)

because $\int_0^\infty \frac{u^{2n-1}}{(1+u)^{p+q}} du = \frac{\Gamma(p)\Gamma(q)}{2\Gamma(p+q)}$ for any $p, q > 0$. In view of Lemma 13 in [12], we have $f'_b(x) \leq 0$ and hence the error term in (5.27) is
\[
\ll \int_0^X f(x)x^{l-1-s} dx
\]
\[
\ll \left( \frac{X}{(y^2 + 1)^{r/2}} \right)^{l-s},
\]
(5.29)
by (5.28). Combining (5.27), (5.28) and (5.29), we now have, for any $y \geq 0$,
\[
\sum_{\mathcal{B} \subseteq \mathcal{D}_k} N(\mathcal{B})^{l-1} f(N(\mathcal{B}))
\]
\[
= c_4 \left( \frac{X}{(y^2 + 1)^{r/2}} \right)^l + O \left( \left( \frac{X}{(y^2 + 1)^{r/2}} \right)^{l-s} \right).
\]
(5.30)
Thus by (5.26),
\[
\sum_{\mathcal{B} \subseteq \mathcal{D}_k} S^{l+1}(\mathcal{B}, X/N(\mathcal{B}), G(\|\alpha^{(r)}\|)) = c_4 X^{l+1} \int_0^\infty G(y) \frac{y^{l-s-1}}{(y^2 + 1)^{l+1-s}} dy +
\]
\[
+ O \left( MX^{l+1-s} + (M + M') \sum_{\mathcal{B} \subseteq \mathcal{D}_k} N(\mathcal{B})^{l-1-s} X \sum_{m=1}^{r_1 + r_2} f'_b(N(\mathcal{B}), X^{-1}) \right).
\]
Using an argument as in our proof of (5.30), we can show that the second error term in the last equation is \( \ll (M + M')X^{d+1 - \frac{3}{2}} \). This proves (5.25) for \( d \geq 2 \).

The case \( d = 1 \) can be proved in a similar manner. \( \square \)

For any \( N \geq 2, n \geq 1, x \geq 1 \) and \( \beta \) in \( k^{N-1} \), we let

\[
T_n^N (x, \beta) := \sum_{\mathfrak{B} \subseteq \mathfrak{D}_k \atop N(\mathfrak{B}) \leq x} S^N(\mathfrak{B}, x/N(\mathfrak{B}), Q_{2n}^{N,v}(\Delta_1((\alpha,1), (\beta,1)))).
\] (5.31)

Since \( v|\infty \), so \( v \) corresponds to some embedding of \( k \) into \( \mathbb{C} \) such that

\[
||\alpha||_v = ||\alpha^{(r)}||,
\]

for any \( \alpha \in k \). From now on, we fix \( r \) so as to correspond with this embedding of \( k \) into \( k_v \).

We will prove Theorem 5.1 by induction on \( N \geq 2 \). The following lemma shows that it is true for \( N = 2 \) and this starts our initial inductive step.

**Lemma 5.5.** Suppose \( v|\infty \). Let \( \beta \) be an element in \( k \) and \( n \) be a positive integer. Then for any \( X \geq 1 \), we have

\[
T_n^2(X, \beta) \ll n^{5n}X^{2 - \frac{1}{2}}
\] (5.32)

where the implicit constant depends only on \( k \).

**Proof.** We first consider the case that \( k_v \cong \mathbb{R} \). In this case, by (4.6)

\[
Q_{2n}^{2,v}((\alpha,1), (\beta,1)) = \alpha_{2n}^2 C_{2n}^{0} (\Delta_2((\alpha,1), (\beta,1)))
\]

and \( \alpha^{(r)} \) is real for any \( \alpha \in k \). Hence if we let \( \theta \) and \( \phi \) be the angles in \( [0, \pi] \) such that

\[
\cos \theta := \frac{\alpha^{(r)}}{\sqrt{1 + ||\alpha^{(r)}||^2}} \quad \text{and} \quad \cos \phi := \frac{\beta^{(r)}}{\sqrt{1 + ||\beta^{(r)}||^2}},
\]

then

\[
\sqrt{1 - \Delta_2^2((\alpha,1), (\beta,1))} = \frac{||\alpha^{(r)}\beta^{(r)} + 1||}{\sqrt{1 + ||\alpha^{(r)}||^2}\sqrt{1 + ||\beta^{(r)}||^2}} = ||\cos(\theta - \phi)||.
\]

Since \( C_m^0 (\cos \psi) = \frac{2}{m} \cos m\psi \) and \( C_m^1 (\cos \psi) = \frac{\sin(m+1)\psi}{\sin \psi} \), so we have

\[
C_{2n}^0 (\sqrt{1 - \Delta_2^2((\alpha,1), (\beta,1)))} = C_{2n}^0 (\cos \theta \cos 2n\phi + \frac{1}{n} C_{2n-1}^1 (\cos \theta) \sin \theta \sin 2n\phi).
\] (5.33)

Because \( C_{2n-1}^1 (x) \) is odd, when we sum over \( \alpha \in \mathbb{R}^{-1} \), the second term in (5.33) vanishes.

So, from (4.6), (5.14), (5.31) and (5.33), we have

\[
T_n^2(X, \beta) = \alpha_{2n}^2 \cos 2n\phi \sum_{\mathfrak{B} \subseteq \mathfrak{D}_k \atop N(\mathfrak{B}) \leq X} S^2(\mathfrak{B}, X/N(\mathfrak{B}), G_1(\|\alpha^{(r)}\|))
\]

\[
\ll n \left| \sum_{\mathfrak{B} \subseteq \mathfrak{D}_k \atop N(\mathfrak{B}) \leq X} S^2(\mathfrak{B}, X/N(\mathfrak{B}), G_1(\|\alpha^{(r)}\|)) \right|
\]
where $G_1(t) = C_n^0 \left( \frac{t}{\sqrt{t^2 + 1}} \right)$. By putting $G(t) = G_1(t)$ and $l = 1$ in Lemma 5.4 and using

$$\int_0^\infty G_1(t) \frac{1}{t^2 + 1} dt = 0,$$

(5.32) follows from (5.25) because $\|G_1(t)\| < 1/n$ and $\int_0^\infty \|G_1(t)\| dt \ll n$. This proves (5.32) for $k_v \equiv \mathbb{R}$. Similarly, if $k_v \equiv \mathbb{C}$, then by (4.7) and the fact that $P^{(0,0)}_l(x) = C_n^l(x)$, we have

$$Q_n^2(\Delta_2((\alpha,1),(\beta,1))) = \beta^2 \int_0^\pi (2\Delta^2_2((\alpha,1),(\beta,1))-1)$$

and we let

$$\alpha^{(r)} = \rho_1 e^{i\psi_1} \quad \text{and} \quad \beta^{(r)} = \rho_2 e^{i\psi_2}$$

for $\rho_1, \rho_2 > 0$ and $\psi_1, \psi_2 \in [0, 2\pi)$. We also let $\theta_1 \in [0, \pi]$ such that $\cos \theta_1 = \frac{\rho_1^2 - 1}{\rho_1^2 + 1}$ for $i = 1, 2$. Thus by the addition theorem (4.3),

$$C_n^l(1 - 2\Delta^2_2((\alpha,1),(\beta,1)))$$

$$= C_n^l(\cos \theta_1 \cos \theta_2 \sin \theta_1 \sin \theta_2 \cos(\psi_1 - \psi_2))$$

$$= C_n^l(\cos \theta_1) C_n^l(\cos \theta_2) + 2 \sum_{j=1}^n b_{2n}^j \sin \theta_1 \sin \theta_2 \times$$

$$\times C_{n-j}^{l+j}(\cos \theta_1) C_{n-j}^{l+j}(\cos \theta_2) \cos j(\psi_1 - \psi_2).$$

(5.34)

Since $C_n^0(x)$ is odd if $j$ is odd, so the contribution corresponding to the odd $j$ on the left hand side of (5.34) will be zero when we sum over $\alpha \in \mathbb{B}^{-1}$. Hence from (4.4), (4.5) and (4.7), we have

$$T_n^2(X, \beta) \ll n^{\frac{1}{2}} \min \left\{ \sum_{\|x\| \leq X/N(\mathfrak{B})} S^2(\mathfrak{B}, X/N(\mathfrak{B}), G_2(\|\alpha^{(r)}\|)) + n^2(2en)^2 \right\}$$

$$\times \sum_{j=1}^{[n/2]} \sum_{\|x\| \leq X/N(\mathfrak{B})} \sum_{\alpha \in \mathfrak{B}^{-1}} H_j(\|\alpha^{(r)}\|) \cos 2j(\arg(\alpha^{(r)}) - \psi_2)$$

(5.35)

where $G_2(t) = C_n^l \left( \frac{t^2 - 1}{t^2 + 1} \right)$ and $H_j(t) = \left\{ \begin{array}{ll} 2t & \text{if } j \geq 0 \\ 0 & \text{if } j < 0 \end{array} \right\}$. By putting $G(t) = G_2(t)$ and $l = 1$ in Lemma 5.4, the first term on the right hand side of (5.35) is $\ll n^{\frac{1}{2}} X^{2-\frac{1}{2}}$ because

$$\int_0^\infty G_2(t) \frac{t}{(t^2 + 1)^2} dt = 0.$$
Next we consider the second term in the right hand side of (5.35). By Lemma 5.3, we have

\[ \sum_{B \subseteq D_h} \sum_{\alpha \in \mathbb{A}^{-1}, \|\alpha(r)\| \leq y} \cos 2j(\arg(\alpha(r)) - \psi_2) \]

\[ = \sum_{B \subseteq D_h} \int_0^{2\pi} \cos 2j(\psi - \psi_2) dS_f^2(B, X/N(\mathcal{B}), y, 1, \psi) \]

\[ \ll \sum_{B \subseteq D_h} N(\mathcal{B})^{-\frac{3}{2}} X \sum_{m=1}^{r_1+r_2} \sum_{\sigma \in \Sigma_m} f_j^1(N(\mathcal{B})X^{-1}) \]

\[ \ll X^{2-\frac{1}{2}}. \]

Therefore the double summation over \( \mathcal{B} \) and \( \alpha \) in the second term in (5.35) is equal to

\[ \int_0^\infty H_j(y) d \sum_{B \subseteq D_h} \sum_{\alpha \in \mathbb{A}^{-1}, \|\alpha(r)\| \leq y} \cos 2j(\arg(\alpha(r)) - \psi_2) \]

\[ \ll j(cn)^{4j+2} X^{2-\frac{1}{2}} \]

by (4.5). This shows that the second term in (5.35) is \( \ll n^{5n} X^{2-\frac{1}{2}} \) and so proves (5.32) for \( k_v \equiv \mathbb{C} \).

**Lemma 5.6.** Suppose \( v \| \infty \) and \( N \geq 2 \). Let \( \beta \) be an element in \( k^{N-1} \), \( n \) be a positive integer. Then for any \( X \geq 1 \), we have,

\[ T_n^N(X, \beta) \ll n^{n(N-1)n} X^{N-\frac{1}{2}}, \]

(5.36)

where the implicit constant depends only on \( k \) and \( N \).

**Proof.** We prove the lemma by induction on \( N \). The case \( N = 2 \) is true because of Lemma 5.5. Now we suppose the assertion of the lemma is true for \( N - 1 \) for \( N \geq 3 \).

Let \( k_v \equiv \mathbb{R} \). Then

\[ 1 - \Delta^2((\alpha, 1), (\beta, 1)) = \frac{\| \sum_{i=0}^{N-1} \alpha_i^{(r)} \beta_i^{(r)} + 1 \|}{\| (\alpha^{(r)}, 1) \| \cdot \| (\beta^{(r)}, 1) \|} \]

\[ = \| \cos \theta \cos \phi + \sin \theta \sin \phi \cos \psi \|, \]

where \( \cos \theta = \frac{\alpha^{(r)} \beta^{(r)}}{\| (\alpha^{(r)}, 1) \| \cdot \| (\beta^{(r)}, 1) \|} \) and \( \cos \psi = \frac{\sum_{i=0}^{N-1} \alpha_i^{(r)} \beta_i^{(r)} + 1}{\| (\alpha^{(r)}, 1) \| \cdot \| (\beta^{(r)}, 1) \|} \)

for \( 0 \leq \theta, \phi, \psi \leq \pi \) and \( \alpha' = (\alpha_1, \cdots, \alpha_{N-2}), \beta' = (\beta_1, \cdots, \beta_{N-2}). \) So by (4.3) and (4.6), we have

\[ Q_{2n}^N(\Delta((\alpha, 1), (\beta, 1))) \]

\[ = \alpha_{2n}^N C_{2n}^{N-2}(\sqrt{1-\Delta^2((\alpha, 1), (\beta, 1))}) \]

\[ = \alpha_{2n}^N \sum_{j=0}^{\frac{N-2}{2}} b_j \sin^j \theta \sin^j \phi C_{2n-j}^{N-2+j} \cos \theta C_{2n-j}^{N-2+j} (\cos \phi)^{N-3+2j} (\cos \psi)^{N-3} C_j^{N-3}(\cos \psi), \]
where $b_{0,2n} = 1$. Since $C_{2n-2+j}^{N-2+j}(x)$ is odd if $j$ is odd, so as before,

$$
T_n^N(X, \beta) \ll (5eN)^{N-3+4n} \sum_{j=0}^{N-2} \sum_{\mathcal{B} \in \mathcal{D}_k} \sum_{N(\mathcal{B}) \leq X} \sum_{H_\infty(\alpha', 1) \leq X/N(\mathcal{B})} \alpha' \in (\mathcal{B}^{-1})^{N-2} \times X \sum_{H_\infty(\alpha_0, \alpha', 1) \leq X/N(\mathcal{B})} C_{2n-2-j}^{N-2+j}(\alpha, 1, (\beta', 1)) \times Q_{2j}^{N-1, n}(\Delta_v((\alpha', 1), (\beta', 1))) \times \sum_{\alpha_0 \in \mathcal{B}^{-1}} F_j \left( \frac{\|\alpha_0\|}{\gamma_\epsilon} \right) \left( \frac{1}{\sqrt{\pi \epsilon}} \right)
$$

(5.37)

where $\gamma_i := \|\alpha^{(i)}(1)\|$ for $1 \leq i \leq r_1 + r_2$ and $F_j(t) = \left\{ \frac{1}{t^{1/2}} \right\} C_{2n-2-j}^{N-2+j}(\alpha, 1, (\beta', 1))$. Now using Lemma 5.3 and (4.5), the summation over $\alpha_0$ in (5.37) is

$$
= \int_0^\infty F_j(y) dS^2(y) \mathcal{B}, N(\mathcal{B}), y_{\gamma_\epsilon}, (\alpha', 1), 2\pi
$$

$$
= c_3(k, 1) X \int_0^\infty \frac{F_j(y)}{(y^2 + 1)^{3/2}} \sum_{\sigma \in \Sigma_m} f_{\sigma, r}(y^2 + 1)^{3/2} H_\infty(\alpha', 1, N(\mathcal{B}), X^{-1}) dy + O((j + 1)/(2en)^{N-1+4j}) N(\mathcal{B})^{-1/2} X \sum_{m=1}^{r_1 + r_2} \sum_{\sigma \in \Sigma_m} f_{\sigma, r}(N(\mathcal{B}), X^{-1}) (5.38)
$$

So, in view of (5.37) and (5.38), we have

$$
T_n^N(X, \beta) \ll (5eN)^{N-3+4n} X \sum_{j=0}^{N-2} \int_0^\infty \frac{F_j(y)}{(y^2 + 1)^{3/2}} \sum_{\sigma \in \Sigma_m} f_{\sigma, r}(y^2 + 1)^{3/2} H_\infty(\alpha', 1, N(\mathcal{B}), X^{-1}) dy + \frac{(5en)^{2N-4+8n}}{N(\mathcal{B})^{-1/2}} X \sum_{m=1}^{r_1 + r_2} \sum_{\sigma \in \Sigma_m} f_{\sigma, r}(N(\mathcal{B}), X^{-1}) (5.39)
$$

where

$$
\sum \sum_{\alpha' \in (\mathcal{B}^{-1})^{N-2} \times X \sum_{H_\infty(\alpha', 1) \leq X/N(\mathcal{B})}} Q_{2j}^{N-1, n}(\Delta_v((\alpha', 1), (\beta', 1))) \times f_{\sigma, r}(y^2 + 1)^{3/2} H_\infty(\alpha', 1, N(\mathcal{B}), X^{-1})
$$

For $j \geq 1$,

$$
\sum \sum_{\mathcal{B} \in \mathcal{D}_k \times X \sum_{H_\infty(\alpha', 1) \leq X/N(\mathcal{B})}} Q_{2j}^{N-1, n}(\Delta_v((\alpha', 1), (\beta', 1))) \times f_{\sigma, r}(y^2 + 1)^{3/2} H_\infty(\alpha', 1, N(\mathcal{B}), X^{-1})
$$

$$
\ll (j + 1)^{(N-2)j} X^{-N-1/2} \int_0^1 x^{N-1-\frac{1}{2}} \left| \frac{d}{dx} f_{\sigma, r}(y^2 + 1)^{3/2} x \right| dx
$$

$$
\ll (j + 1)^{(N-2)j} \left( \frac{X}{(y^2 + 1)^{3/2}} \right)^{N-1-\frac{1}{2}}
$$
by the inductive hypothesis, \( f_\nu^{1,\nu}'(x) \leq 0 \) and (5.28). So for \( j \geq 1 \), we have

\[
\int_0^\infty \frac{F_j(y)}{(y^2 + 1)^{\frac{1}{2}}} \sum_{v} (y)dy \ll (j + 1)^{9(N-2)} X^{N-1-\frac{1}{2}} \int_0^\infty \frac{\|F_j(y)\|}{(y^2 + 1)^{N-\frac{1}{2}}} dy \\

\ll (j + 1)^{9(N-2)} (2e\eta) N^{-3+4j} X^{N-1-\frac{1}{2}} \quad (5.40)
\]

by (4.5). By using Lemma 5.4 and the fact that

\[
\int_0^\infty \frac{F_0(y)}{(y^2 + 1)^{\frac{1}{2}}} dy = 0,
\]

we can show that (5.40) is also true for \( j = 0 \). Hence the first term in the right side of (5.39) is \( \ll n^{9(N-1)n} X^{N-\frac{1}{2}} \). Using a similar argument as in our proof of (5.30), we can show that the second term in the right hand side of (5.39) is also \( \ll n^{9(N-1)n} X^{N-\frac{1}{2}} \). This proves (5.36) for \( k_v \cong \mathbb{R} \). The proof in the case \( k_v \cong \mathbb{C} \) is similar to the above proof but instead of using (4.3), we employ (4.2).

**Proof of Theorem 5.1:** First of all, by Dirichlet’s Theorem, if we let \( \tau \in k_v \) such that \( |\tau|_v \geq H^{\frac{d}{2}} \), then there is a \( \beta_1 \in \mathbb{P}^{N-1}(k) \) such that

\[
\Delta_v(\beta, \beta_1) \ll |\tau|_v^{-\frac{d}{2}} \leq H^{-1}
\]

because \( H(\beta) \geq 1 \). So,

\[
\sum_{\alpha \in \mathbb{P}^{N-1}(k)} Q_{2n}^{N,\nu}(\Delta_v(\alpha, \beta))
\]

\[
\sum_{\alpha \in \mathbb{P}^{N-1}(k)} Q_{2n}^{N,\nu}(\Delta_v(\alpha, \beta_1)) + O(n^{9(N-1)n} H^{Nd-1})
\]

\[
\sum_{\alpha \in \mathbb{P}^{N-1}(k)} Q_{2n}^{N,\nu}(\Delta_v(\alpha, \beta_1)) + O(n^{9(N-1)n} H^{Nd-1}) \quad (5.41)
\]

by (5.2) and (4.5).

Without loss of generality, we may assume that \( \beta_1 = (\beta_0, \ldots, \beta_{N-2}, 1) \). Hence from Lemmas 5.2 and 5.6

\[
\sum_{\alpha \in \mathbb{P}^{N-1}(k)} Q_{2n}^{N,\nu}(\Delta_v(\alpha, \beta_1))
\]

\[
\sum_{\alpha \in \mathbb{P}^{N-1}(k)} \mu(\mathfrak{C}) T_n^N (H^d / N(\mathfrak{C}), \beta_1) + O(n^{9(N-1)n} H^{N-1} d)
\]

\[
\ll n^{9(N-1)n} \left( H^{Nd-1} \sum_{\alpha \in \mathbb{D}_N} \frac{\|\mu(\mathfrak{C})\|}{N(\mathfrak{C})^{N-\frac{1}{2}}} + H^{N-1} d \right)
\]

\[
\ll n^{9(N-1)n} (H^{Nd-1} + H \log H).
\]

Therefore, (5.1) follows from this and (5.41). This completes the proof of Theorem 5.1.
It remains to consider the case \( v \nmid \infty \). In this case the orthonormal polynomials are unfamiliar and it is not known if there is an addition theorem for these polynomials. Of course this was essential to our argument establishing the inductive step in the proof of Theorem 5.1. Therefore in our proof of Theorem 2.2 for \( v \nmid \infty \) we estimate the number of the rational points with low height inside a projective ball directly.

**Theorem 5.7.** Suppose \( v \nmid \infty \). Let \( \beta \) be an element in \( \mathbb{P}^{N-1}(k_v) \) and \( m \) be a positive integer. Then for any \( H \geq 1 \), we have

\[
\sum_{\substack{\alpha \in \mathbb{P}^{N-1}(k) \\
H(\alpha) \leq H}} \chi_{D}(\beta, \|\pi_v\|^{d_v}(\alpha))
= c_2 \|\pi_v\|^{m(N-1)d_v} \left( \frac{1 - \|\pi_v\|^{d_v}}{1 - \|\pi_v\|^{d_v}} \right) H^{Nd} + O(H^{Nd-1} + H \log H) \quad (5.42)
\]

where \( c_2 \) is defined in (5.3) and the implicit constant depends only on \( k \) and \( N \).

Consequently Theorem 2.2 for \( v \nmid \infty \) follows immediately from (2.12), (3.2), (5.2) and Theorem 5.7. Before we prove Theorem 5.7, we first establish some preliminary lemmas.

**Lemma 5.8.** Suppose \( v \nmid \infty \). Then for any \( x \geq 1 \), we have

\[
\sum_{\substack{\mathfrak{B} \subseteq \mathfrak{O}_k \\
N(\mathfrak{B}) \leq x}} 1 = h \alpha(1 - q_v^{-1})x + O(x^{1-\delta})
\]

where the summation is over all integral ideals in \( \mathfrak{O}_k \), relatively prime to \( \mathfrak{P}_v \), and having norm less than or equal to \( x \).

**Proof.** Let \( F(j) \) and \( F^*(j) \) denote the number of integral ideals in \( \mathfrak{O}_k \) with norm equal to \( j \) and the number of integral ideals relatively prime to \( \mathfrak{P}_v \) with norm equal to \( j \), respectively. For any \( s > 1 \), the Dedekind zeta function of \( k \) is given by

\[
\zeta_k(s) = \sum_{\mathfrak{B} \subseteq \mathfrak{O}_k} N(\mathfrak{B})^{-s}.
\]

Then we have

\[
\zeta_k(s) = \sum_{j=1}^{\infty} \frac{F(j)}{j^s},
\]

and

\[
\sum_{\substack{\mathfrak{B} \subseteq \mathfrak{O}_k \\
N(\mathfrak{B}) \leq x}} N(\mathfrak{B})^{-s} = \sum_{j=1}^{\infty} \frac{F^*(j)}{j^s}.
\]

By the Euler product formula,

\[
\sum_{j=1}^{\infty} \frac{F^*(j)}{j^s} = \prod_{\mathfrak{P} \nmid \mathfrak{P}_v} (1 - N(\mathfrak{P})^{-s})^{-1} = \zeta_k(s)(1 - q_v^{-s}) = \sum_{j=1}^{\infty} \frac{F(j)}{j^s} + \sum_{j=1}^{\infty} \frac{F(j)}{(jq_v)^s}.
\]
where the product is over all prime ideals in \( \mathfrak{O}_k \) distinct from \( \mathfrak{p}_v \). Hence, we have

\[
F^*(j) = \begin{cases} 
F(j) & \text{if } q_v \nmid j, \\
F(j) - F\left(\frac{j}{q_v}\right) & \text{if } q_v | j.
\end{cases}
\]

Therefore,

\[
\sum_{(\mathfrak{p}, \mathfrak{q}) = 1 \atop N(\mathfrak{p}) \leq x} 1 = \sum_{j \leq x} F^*(j)
\]

\[
= \sum_{j \leq x} F(j) - \sum_{j \leq \frac{x}{q_v}} F(j)
\]

\[
= h_x(1 - q_v^{-1})x + O(x^{1 - \frac{1}{2}})
\]

by (5.24). This proves Lemma 5.8. \( \square \)

**Lemma 5.9.** Suppose \( v \nmid \infty \). Let \( \beta = (\beta_0, \ldots, \beta_{n-2})^t \) be an element in \( k^{n-1} \) such that \( \|((\beta, 1))\|_v = 1 \) and \( m \geq 1 \). Then we have

\[
\Delta_v((\alpha, 1), (\beta, 1)) \leq \|\pi_v\|_v^m
\]

if and only if

\[
\|\alpha_j - \beta_j\|_v \leq \|\pi_v\|_v^m,
\]

for \( 0 \leq j \leq n - 2 \) and any \( \alpha = (\alpha_0, \ldots, \alpha_{n-2})^t \) in \( k^{n-1} \).

**Proof.** We first note that

\[
\|\alpha_i \beta_j - \alpha_j \beta_i\|_v = \|\alpha_i \beta_j - \beta_i \beta_j + \beta_i \beta_j - \alpha_j \beta_i\|_v
\]

\[
\leq \max\{\|\beta_j\|_v \|\alpha_i - \beta_i\|_v, \|\beta_i\|_v \|\alpha_j - \beta_j\|_v\}
\]

\[
\leq \max\{\|\alpha_i - \beta_i\|_v, \|\alpha_j - \beta_j\|_v\}.
\]

Also, if \( \|\alpha_i - \beta_i\|_v \leq \|\pi_v\|_v^m \), then \( \|((\alpha, 1))\|_v = 1 \). This proves the “if” part.

Suppose \( \Delta_v((\alpha, 1), (\beta, 1)) \leq \|\pi_v\|_v^m \), then we claim that \( \|((\alpha, 1))\|_v = 1 \). For, if \( \|((\alpha, 1))\|_v > 1 \), then there is \( j_0 \) such that \( \|\alpha_{j_0}\|_v = \|\alpha_{j_0}\|_v > 1 \). Hence

\[
\Delta_v((\alpha, 1), (\beta, 1)) \geq \frac{\|\alpha_{j_0} - \beta_{j_0}\|_v}{\|\alpha_{j_0}\|_v} = 1.
\]

This contradicts \( \Delta_v((\alpha, 1), (\beta, 1)) \leq \|\pi_v\|_v^m < 1 \). Therefore, \( \|((\alpha, 1))\|_v = 1 \) and hence

\[
\|\alpha_j - \beta_j\|_v \leq \Delta_v((\alpha, 1), (\beta, 1)) \leq \|\pi_v\|_v^m
\]

for any \( 0 \leq j \leq n - 2 \). This completes the proof of the lemma. \( \square \)

**Lemma 5.10.** Let \( m \) be a positive integer and \( \beta \) an element in \( \mathfrak{O}_k \). Suppose \( v \) is a finite place of \( k \) and \( \mathfrak{B} \) is an integral ideal in \( \mathfrak{O}_k \) such that

\[
\mathfrak{B} = \prod_{w \mid v} \mathfrak{p}_w^{m_w},
\]

where \( m_w \geq 0 \) and \( m_w = 0 \) for all but finitely many \( w \). Then we have

\[
\{\alpha \in \mathfrak{B}^{-1} : \|\alpha - \beta\|_v \leq \|\pi_v\|_v^m\} = \mathfrak{p}_v^m \prod_{w \mid v} \mathfrak{p}_w^{-m_w} + \beta.
\]
ON THE DISTRIBUTION OF POINTS IN PROJECTIVE SPACE OF BOUNDED HEIGHT 37

Proof. Suppose \( \alpha \in \mathfrak{B} \sum_{w \neq v} \mathfrak{B}^{-m_w} + \beta \subseteq \mathfrak{B}^{-1} \). Then we let \( \alpha = \gamma + \beta \) for some \( \gamma \in \mathfrak{B} \sum_{w \neq v} \mathfrak{B}^{-m_w} \) so that \( \| \gamma \|_v \leq \| \pi_v \|_m \). Thus,

\[
\| \alpha - \beta \|_v = \| \gamma \|_v \leq \| \pi_v \|_m.
\]

Conversely, suppose \( \alpha \in \mathfrak{B}^{-1} \) and \( \| \alpha - \beta \|_v \leq \| \pi_v \|_m \). Since \( \beta \in \mathfrak{D} \subseteq \mathfrak{B}^{-1} \), so \( \alpha - \beta \) belongs to \( \mathfrak{B}^{-1} \cap \mathfrak{P}^m \) which is equal to \( \mathfrak{P}^m \sum_{w \neq v} \mathfrak{B}^{-m_w} \). This completes the proof of the lemma.

**Proof of Theorem 5.7:**

The proof is similar to the proof of Theorem 5.1. First of all we show that we can assume \( \beta \in \mathbb{P}^{N-1}(k) \). In view of Dirichlet’s Theorem, if \( \beta_1 \in \mathbb{P}^{N-1}(k) \) and \( 0 < \epsilon \), then there is \( \beta_2 \) in \( \mathbb{P}^{N-1}(k) \) such that

\[
\Delta_v(\beta_1, \beta_2) < \epsilon.
\]

So, if \( 0 < \epsilon < \| \pi_v \|^{-m-1}_v (1 - \| \pi_v \|_v) \), then

\[
\mathbb{D}(\beta_1, \| \pi_v \|^{m}_v) = \mathbb{D}(\beta_2, \| \pi_v \|^{m}_v).
\]

Hence, without loss of generality, we may assume that \( \beta = (\beta', 1) \) where \( \beta' \) is in \( k^{N-1} \) and \( \| \beta \|_v = 1 \). If we let

\[
\mathfrak{B} = \prod_{w \neq \infty} \mathfrak{P}^m_w, \quad (m_w \geq 0)
\]

be an integral ideal in \( \mathfrak{D}_k \), then in view of Lemmas 5.9 and 5.10, for \( x \geq 1 \),

\[
S^N(\mathfrak{B}, x, \chi_{\mathfrak{D}} (\| \beta \| \pi_v \|^{m}_v) ) = \sum_{\alpha \in (\mathfrak{B}^{-1})^{N-1}, H_{\pi_v}(\alpha, 1) \leq x} 1
\]

\[
= \sum_{\alpha \in (\mathfrak{B}^{-1})^{N-1}, H_{\pi_v}(\alpha, 1) \leq x} 1.
\]

We now apply the embeddings \( \rho \) and \( \psi \) defined in this section. Using the remark after Theorem 5 in [13], we get

\[
S^N(\mathfrak{B}, x, \chi_{\mathfrak{D}} (\beta, \| \pi_v \|^{m}_v))
= \sum_{y \in (\Lambda + \psi \circ \rho(\beta')) \cap D_x} 1
= \frac{\text{Vol}(D_x)}{\det(\Lambda)} + O \left( \sum_{k=0}^{(N-1)d-1} \frac{V_l(D_x)}{\det(\Lambda^{-((N-1)d-1)})} \right)
\]

(5.43)

where \( \Lambda = \psi \circ \rho((\mathfrak{B}^{-1} \cap \mathfrak{P}^m)^{N-1}) \) is a lattice in \( \mathbb{R}^{(N-1)d} \) and

\[
D_x := \left\{ y \in \mathbb{R}^{(N-1)d} : \prod_{j=1}^{r_1+r_2} (\| y_j \|^2 + 1)^{\frac{r_j}{2}} \leq x \right\}.
\]
Using Lemma 1 in [12] and the multiplicity of the norm, we have
\[
\det(A) = \left\{ N(\mathfrak{B}^{-1} \cap \mathfrak{B}^{+}) 2^{-r_2} \| \Delta_k \| \right\}^{N-1}
= \left\{ q_v^{m+m_0} 2^{-r_2} N(\mathfrak{B})^{-1} \| \Delta_k \| \right\}^{N-1}.
\tag{5.44}
\]

As before,
\[
\text{Vol}(D_x) = (N - 1)V(N - 1)^{r_1} ((2N - 2)V(2N - 2))^{r_2} \int_{D_a(x-1)} \prod_{j=1}^{r_1+r_2} u_j^{(N-1)r_j-1} du_j
= (N - 1)V(N - 1)^{r_1} ((2N - 2)V(2N - 2))^{r_2} x f^{N-1}_\sigma(x^{-1})
\tag{5.45}
\]
where \( \sigma = (e_1, \cdots, e_{r_1+r_2}) \) and \( f^{N-1}_\sigma(x) \) is defined in (5.17).

Combining (5.43)-(5.45), we have
\[
\sum_{\mathfrak{B} \subset \mathfrak{D}_k \atop N(\mathfrak{B}) \leq x} S^{N}(\mathfrak{B}, x/N(\mathfrak{B}), \chi(\mathfrak{B}, \pi_\sigma, \pi_\nu))
= c_5 \frac{x}{q_v(N-1)m} \sum_{\mathfrak{B} \subset \mathfrak{D}_k \atop N(\mathfrak{B}) \leq x} \frac{N(\mathfrak{B})^{N-2} f^{N-1}_\sigma(N(\mathfrak{B})/x)}{q_v(N-1)m_v} + O(x^{-\frac{1}{2}})
= c_5 \frac{x}{q_v(N-1)m} \sum_{0 \leq l \leq \frac{N-1}{\pi} \frac{N}{q_v}} \frac{1}{q_v} \times
\sum_{\mathfrak{B} \subset \mathfrak{D}_k \atop N(\mathfrak{B}) \leq x/q_v} N(\mathfrak{B})^{N-2} f^{N-1}_\sigma(\frac{N(\mathfrak{B})q_v}{x}) + O(x^{-\frac{1}{2}})
\tag{5.46}
\]
where
\[
c_5 = c_5(N, k) := 2(N^{-1})^{r_2} \| \Delta_k \|^{-\frac{N-1}{2}} ((N - 1)V(N - 1)^{r_1} ((2N - 2)V(2N - 2))^{r_2}
\]
and the error term is treated as in (5.30).

We now need to estimate the summation over \( \mathfrak{B} \) on the right side of (5.46).

By Lemma 5.8, this summation over \( \mathfrak{B} \) is
\[
= \int_0^{\frac{N}{q_v}} t^{N-2} f^{N-1}_\sigma \left( \frac{tq_v}{x} \right) dt \sum_{\mathfrak{B} \subset \mathfrak{D}_k \atop N(\mathfrak{B}) \leq t} 1
= h \sigma(1 - q_v^{-1}) \int_0^{\frac{N}{q_v}} t^{N-2} f^{N-1}_\sigma \left( \frac{tq_v}{x} \right) dt + \frac{r_2}{x} \right) dt + O \left( \int_0^{\frac{N}{q_v}} t^{1-\frac{N}{2}} f^{N-1}_\sigma \left( \frac{tq_v}{x} \right) \right) \tag{5.47}
\]
Using (5.28), the error term in (5.47) is \( \ll \left( \frac{x}{q_v} \right)^{N-1} \) and the first integral in (5.47) is equal to
\[
\left( \frac{x}{q_v} \right)^{N-1} \cdot \frac{1}{N} \cdot \left( \frac{NV(N)}{2(N-1)V(N-1)} \right)^{r_1} \cdot \left( \frac{NV(2N)}{2\pi(N-1)V(2N-2)} \right)^{r_2}.
\]
Hence by (5.3), (5.46) and (5.47)
\[ \sum_{\substack{\mathbf{q} \in \mathbb{D}_k \\ N(\mathbf{q}) \leq x}} S^N(\mathbf{q}/N(\mathbf{q}), \chi_D(\beta, ||\pi_v||^v)) = c_2 \zeta_k(N)(1 - q_v^{-1}) \left( \frac{x^N}{q_v^{(N-1)m}} \sum_{0 \leq l \leq \frac{\log x}{\log q_v}} q_v^{-Nl} + O(x^{N-\frac{1}{2}}) \right) = c_2 \zeta_k(N)(1 - q_v^{-1})(1 - q_v^{-N})^{-1} \left( \frac{x^N}{q_v^{(N-1)m}} + O(x^{N-\frac{1}{2}}) \right). \]

Therefore, by Lemma 5.2,
\[ \sum_{\substack{\alpha \in \mathbb{P}^{N-1}(k) \\ H(\alpha) \leq H}} \chi_D(\beta, ||\pi_v||^v)(\alpha) = H^N c_2 \zeta_k(N)||\pi_v||^{m(N-1)d_v} \left\{ \frac{1 - ||\pi_v||^{d_v}}{1 - ||\pi_v||^{Nd_v}} \right\} \sum_{\mathbf{q} \in \mathbb{D}_k} \frac{\mu(\mathcal{E})}{N(\mathcal{E})^N} + O(H^{Nd-1} + H \log H) \]
\[ = c_2 ||\pi_v||^{m(N-1)d_v} \left\{ \frac{1 - ||\pi_v||^{d_v}}{1 - ||\pi_v||^{Nd_v}} \right\} H^N + O(H^{Nd-1} + H \log H), \]
because \( q_v = ||\pi_v||^{-d_v}. \) This proves (5.42) and completes the proof of Theorem 5.7.

Next, we give the estimation for the discrepancy. For any sequence \( \{\alpha_l\}_{l=1}^\infty \) in \( \mathbb{P}^{N-1}(k_v) \) and \( L \geq 1, \) we define the discrepancy for \( \{\alpha_l\}_{l=1}^\infty \) to be
\[ D_L := \sup \left\{ \left| \frac{1}{L} \sum_{l=1}^L \chi_{(\beta,r)}(\alpha_l) - \int_{\mathbb{P}^{N-1}(k_v)} \chi_{(\beta,r)}(\alpha) d\mu_v(\alpha) \right| \right\}. \]
where the supremum is taken over all \( \beta \in \mathbb{P}^{N-1}(k_v) \) and \( 0 \leq r \leq 1. \)

If \( k_v \cong \mathbb{R}, \) then using Lemma 3.4 with \( \epsilon = M^{-\frac{1}{2}}, \) Theorem 3.3, (4.5) and Lemmas 3.3.3, 4.2.2 in [4], we can show that
\[ D_L \ll M^{-\frac{1}{2}} + M^{N-\frac{2}{2}} \sum_{m=1}^{[M/2]} \left| \frac{1}{L} \sum_{l=1}^L Q_{2n}^{N^v}(\Delta_v(\alpha_l, \beta)) \right|. \] (5.48)

Similarly, if \( k_v \cong \mathbb{C}, \) then we have
\[ D_L \ll M^{-\frac{1}{2}} + \sum_{m=1}^{[M/2]} \left| \frac{1}{L} \sum_{l=1}^L Q_{2n}^{N^v}(\Delta_v(\alpha_l, \beta)) \right|. \] (5.49)

In particular, we consider the set of all rational points with low height and for any \( H \geq 1, \) we let
\[ D_H := \sup \left\{ \left| \sum_{\substack{\alpha \in \mathbb{P}^{N-1}(k) \\ H(\alpha) \leq H}} \chi_{(\beta,r)}(\alpha)/\sum_{\substack{\alpha \in \mathbb{P}^{N-1}(k) \\ H(\alpha) \leq H}} 1 - \int_{\mathbb{P}^{N-1}(k_v)} \chi_{(\beta,r)}(\alpha) d\mu_v(\alpha) \right| \right\} \]
where the supremum is taken over all \( \beta \in \mathbb{P}^{N-1}(k_v) \) and \( 0 \leq r \leq 1. \)
Theorem 5.11. Let $H \geq 1$. For $v|\infty$, we have

$$D_H^* \ll \left\{ \log \log H \over \log H \right\}^{1 \over 3}$$

(5.50)

for $k_v \cong \mathbb{R}$ and

$$D_H^* \ll \left\{ \log \log H \over \log H \right\}^{1 \over 2}$$

(5.51)

for $k_v \cong \mathbb{C}$. For $v \nmid \infty$, we have

$$D_H^* \ll H^{-1} + {\log H \over H^{N-1}}$$

(5.52)

Proof. By letting $M = \log H \over (\log N - 1) \log \log H$, (5.50) and (5.51) follow form (5.48),(5.49) and Theorem 5.1. Finally, in view of (3.5), (5.52) follows from Theorem 5.7. \qed

We make one final remark here concerning our choice of height function. If we use the Weil height in which the $l^\infty$-norm is used at the infinite places in (1.1) rather than the $l^2$-norm, then the set of rational points with low Weil height is no longer $\mu$-uniformly distributed. This suggests that the height defined in (1.8) is more natural in the projective setting.
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