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CHAPTER I

Background

In discrete optimization problems, an objective function is given on a large finite set. The goal is to find “good” (say particularly large or small) values efficiently.

Computational complexity theory has identified a class of problems which are called \textit{NP-complete}. The NP-complete problems contain many of the combinatorial problems that arise in practice, such as in operations research, but seem to be difficult to solve efficiently. The famous $P = NP?$ question, which asks whether there is any polynomial time algorithm for NP-complete problems, remains the central problem in computational complexity. However, there is considerable progress in understanding NP-complete problems by using tools such as approximation, randomness and non-polynomial algorithms.

The goal of this thesis is to introduce a method of studying the distribution of objective values for (usually NP-complete) combinatorial optimization problems defined on groups. This approach shows us some very general, yet non-trivial properties of the optimization function. In particular, it allows us to produce guarantees for simple polynomial and non-polynomial approximation algorithms, evaluate heuristics, and helps us understand why some hard problems are simpler than others.

We focus on two important examples of combinatorial optimization problems, the
Quadratic Assignment Problem (QAP) and the Traveling Salesman Problem (TSP). We obtain results on both the *frequency* and *location* of good values.

Our approach is to use techniques from representation theory (see Section 3.2). The main object of study is the function obtained by averaging the objective function on the conjugacy classes of permutations.

This Chapter contains background material, including definitions and some history. We state our main results in Chapter II. The necessary results from representation theory and the proofs are in Chapter III. Discussion and some ancillary results, including computational data and comments on derandomization, are included in Chapter IV.

1.1 Problem Definitions

Let $\text{Mat}_n$ be the vector space of all real $n \times n$ matrices $A = (a_{ij})$, $1 \leq i, j \leq n$. The input data for a QAP is a pair of matrices in $\text{Mat}_n$; we refer to such a problem as having size $n$. To measure the complexity of an algorithm, we count the number of arithmetic operations performed (see for example [AHU74]). This is the usual model of complexity if the data is integer, and can also be used with real numbers [BCSS97]. From now on, we assume that $n \geq 4$.

Let $S_n$ be the group of all permutations $\sigma$ of the set $\{1, \ldots, n\}$. We are interested in the action of $S_n$ on the space $\text{Mat}_n$ by simultaneous permutations of rows and columns: we let $\sigma(A) = B$, where $A = (a_{ij})$ and $B = (b_{ij})$, provided $b_{\sigma(i)\sigma(j)} = a_{ij}$ for all $i, j = 1, \ldots, n$. Notice that $(\sigma \tau)A = \sigma(\tau A)$ for any two permutations $\sigma$ and $\tau$. There is a standard scalar product on $\text{Mat}_n$:

$$\langle A, B \rangle = \text{trace}(AB^t) = \sum_{i,j=1}^{n} a_{ij} b_{ij}, \quad \text{where} \quad A = (a_{ij}) \quad \text{and} \quad B = (b_{ij})$$
**Definition 1.1.1.** Let us fix two matrices $A = (a_{ij})$ and $B = (b_{ij})$ and let us consider a real-valued function $f : S_n \rightarrow \mathbb{R}$ defined by

$$f(\sigma) = \langle B, \sigma(A) \rangle = \sum_{i,j=1}^{n} b_{\sigma(i)\sigma(j)}a_{ij} = \sum_{i,j=1}^{n} b_{ij}a_{\sigma^{-1}(i)\sigma^{-1}(j)} \quad (1.1)$$

The problem of finding a permutation $\sigma$ where the maximum or minimum value of $f$ is attained is known as the Quadratic Assignment Problem (QAP). It is one of the hardest problems of Combinatorial Optimization.

We say that a QAP is symmetric if the matrix $A$ is symmetric. If $B$ is symmetric, but $A$ is not, then we can switch their roles to get a symmetric problem.

The QAP is a special case of a more general problem.

**Definition 1.1.2.** Suppose we are given a 4-dimensional array (tensor) $C = \{c_{ijkl} : 1 \leq i, j, k, l \leq n\}$ of $n^4$ real numbers. The general problem is to optimize the function $f$ is defined by:

$$f(\sigma) = \sum_{i,j=1}^{n} c_{\sigma(i)\sigma(j)}^{ij} \quad (1.2)$$

If $c_{ijkl} = a_{ij}b_{kl}$ for some matrices $A = (a_{ij})$ and $B = (b_{kl})$, we get the special case (1.1) we started with. The convenience of working with the generalized problem is that the set of objective functions (1.2) is a vector space.

We say that the generalized QAP defined by $C = (c_{ijkl})$ is symmetric if $c_{ijkl} = c_{klji}$ for all $i, j, k, l = 1, 2, \ldots, n$.

**1.1.1 Motivation for the QAP**

Many natural optimization problems can be formulated as QAP’s. In fact, the QAP was first posed by the economists Koopmans and Beckmann [KB57]. They consider assigning $n$ facilities to $n$ locations so as to minimize the total cost. Costs arise
from transporting materials between facilities; they are proportional to the “flow” of goods $a_{ij}$ required from facility $i$ to facility $j$ and the distances $b_{kl}$ from location $k$ to location $l$. Then for a given assignment $\sigma$ of facilities to locations, the total transportation cost is the sum of these costs over all pairs of facilities, equal to the objective function (1.1).

Koopmans and Beckmann also consider a linear cost term $d_{ik}$ for building facility $i$ at location $k$. Then the Koopmans-Beckmann formulation of the QAP objective is:

$$f(\sigma) = \sum_{i,j=1}^{n} b_{\sigma(i)\sigma(j)} a_{ij} + \sum_{i=1}^{n} d_{i\sigma(i)}$$

(1.3)

In some circumstances (for example, if the matrix $D = (d_{ij})$ has rank 1, and either $A = (a_{ij})$ or $B = (b_{ij})$ has zero diagonal), the linear term can be absorbed into the quadratic term by modifying the diagonals of $A$ and $B$. In general, the equation (1.3) can be considered as a special case of the tensor (1.2) by adding the constants $d_{ik}$ to the “diagonal” terms $c_{kk}^{ii}$.

Lawler [Law63] introduced the generalized objective function (1.2) in the context of management science. This general problem is hard to handle in practice, because a problem of size $n$ is given by a tensor of $n^4$ numbers, which is expensive to store and manipulate. Since the general problem has not shown a substantial advantage in modeling practical problems, most work is done on the special cases (1.1) and (1.3), which require only $O(n^2)$ storage.

**Definition 1.1.3.** One of the most prominent problems in computational complexity is the *Traveling Salesman Problem* (TSP). For combinatorial optimization, the TSP is considered as an *optimization* problem on the the complete graph on $n$ vertices, $K_n$. A weight is assigned to each edge, and the objective is to find the Hamiltonian cycle (a cycle containing all $n$ vertices) with maximum sum of weights on its edges.
It is natural to describe a cycle on the vertices \(\{1, 2, \ldots, n\}\) as a permutation giving the order in which the vertices are visited. This allows us to reduce the symmetric TSP to the (symmetric) QAP. Take:

\[
A = \begin{pmatrix}
0 & 1 & 0 & \ldots & 0 & 1 \\
1 & 0 & 1 & \ldots & 0 & 0 \\
0 & 1 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ldots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 1 \\
1 & 0 & 0 & \ldots & 1 & 0
\end{pmatrix}, \quad a_{ij} = \begin{cases} 
1 & \text{if } |i - j| = 1 \mod n \\
0 & \text{otherwise}
\end{cases}
\]

This encodes the cycle \((1, 2, \ldots, n)\). The action of permuting the rows and columns of \(A\) by \(\sigma\) permutes the cycle to \(\sigma\). The edge weights are entered in a symmetric matrix \(B\):

\[
b_{ij} = \frac{1}{2} \text{(Weight of edge } \{i, j\})
\]

Then \(\langle B, \sigma(A) \rangle\) gives the weight of cycle \(\sigma\).

Similarly, the asymmetric TSP reduces to an asymmetric QAP. Take:

\[
A = \begin{pmatrix}
0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ldots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 1 \\
1 & 0 & 0 & \ldots & 0 & 0
\end{pmatrix}, \quad a_{ij} = \begin{cases} 
1 & \text{if } j - i = 1 \mod n \\
0 & \text{otherwise}
\end{cases}
\]

Let \(B\) contain the (asymmetric) weights:

\[
b_{ij} = \text{Weight of edge } (i, j)
\]

Then \(\langle B, \sigma(A) \rangle\) gives the weight of cycle \(\sigma\).
**Definition 1.1.4.** It is interesting to compare the QAP to the *Linear Assignment Problem* (LAP) of maximizing:

\[
    f(\sigma) = \sum_{i=1}^{n} d_{i\sigma(i)}
\]  

(1.4)

This models the problem of assigning \( n \) jobs (to be executed in parallel) to \( n \) processors, where the cost of running job \( i \) on processor \( j \) is \( d_{ij} \). In this example, the objective is to minimize the sum of the costs.

The LAP is again an optimization problem on the set of permutations. However, there is a well known polynomial time algorithm for the LAP, called the *Hungarian Algorithm* described in [Kuh55].

There are three special cases of the QAP that reduce to the LAP. First, if \( A \) in (1.1) has constant columns, then \( \sigma \) acts on \( A \) by permuting these columns, and the objective function is:

\[
    f(\sigma) = \sum_{i,j=1}^{n} a_{ij} b_{\sigma(i)\sigma(j)} = \sum_{i,j=1}^{n} a_{ij} b_{\sigma(i)\sigma(j)}
\]

This reduces to the LAP (1.4) defined by the matrix \( D = (d_{ij}) \) where:

\[
    d_{ij} = \sum_{k=1}^{n} a_{ij} b_{kl}
\]

Then the objective functions (1.1) and (1.4) coincide:

\[
    f(\sigma) = \sum_{i=1}^{n} d_{i\sigma(i)} = \sum_{i,j=1}^{n} a_{ij} b_{\sigma(i)\sigma(j)}
\]

Similarly, consider a generalized problem (1.2), where for any \( k \) and \( l \) the matrix \( A = (a_{ij}) \) given by \( a_{ij} = c_{kl}^{ij} \) has constant columns. Then for any permutation \( \sigma \), the objective value is:

\[
    f(\sigma) = \sum_{i,j=1}^{n} c_{\sigma(i)\sigma(j)}^{ij} = \sum_{i,j=1}^{n} c_{\sigma(i)\sigma(j)}^{ij}
\]
To reduce to the linear assignment problem, we take the matrix $D = (d_{jl})$ to be defined by:

$$d_{jl} = \sum_{k=1}^{n} c_{kl}^{ij}$$

Now if $A$ in (1.1) has constant rows, then $\sigma$ acts on $A$ by permuting rows. We reduce to (1.4) by taking $D = (d_{ik})$ given by:

$$d_{ik} = \sum_{l=1}^{n} a_{i1} b_{kl}$$

For the generalized problem (1.2), if for all $k$ and $l$, the matrix $A = (a_{ij})$ given by $a_{ij} = c_{kl}^{ij}$ has constant rows, we reduce to the LAP by defining $D = (d_{ik})$ by:

$$d_{ik} = \sum_{l=1}^{n} c_{kl}^{ii}$$

Finally, if $A$ is a diagonal matrix, we get an LAP by defining $D = (d_{ik})$ as:

$$d_{ik} = a_{ii} b_{kk}$$

And if in (1.2), for all $k$ and $l$, the matrix $A = (a_{ij})$ is diagonal, we reduce to the LAP by defining $D = (d_{ik})$ as:

$$d_{ik} = c_{kk}^{ii}$$

We can separate an arbitrary QAP into a linear component and a “pure quadratic” component. Given a problem of type (1.1), we decompose the matrix $A$ into $A = A_1 + A_2$, where $A_1$ is the projection of $A$ into the vector space spanned by the matrices with constant rows, the matrices with constant columns, and the diagonal matrices. We call the QAP defined by $(A_1, B)$ the linear part of the problem. If $A = A_1$, then the QAP defined by (1.1) can be decomposed into the three linear components described above, and hence reduced to the LAP. For a generalized problem of type (1.1) defined by the tensor $C = (c_{kl}^{ij})$, we write $C = C_1 + C_2$, where $C_1$ is the projection of $C$ into
the vector space spanned by tensors where for all $k,l$ the matrices $A = (a_{ij}) = (c_{kl}^{ij})$

have constant columns, tensors where all such $A$ have constant rows, and tensors

where all such $A$ are diagonal. We call $C_1$ the linear part of the problem, and note

that if $C = C_1$, then the problem (1.2) reduces to the LAP. We give formulas for

computing $A_1$ (or $C_1$) given $A$ (or $C$) in Section 3.2.3.

The remaining component $(A_2,B)$ for a problem of type (1.1) defines a QAP. We
call this the pure component of the QAP. In particular we call a QAP pure if in the
decomposition above we have $A = A_2$. We note that $A_2$ must have constant row and
column sums, and a constant diagonal. Similarly, for the generalized problem (1.2),
the component $C_2$ defines the pure component of the QAP, and we call a generalized
problem pure if in the decomposition we have $C = C_2$. For any $k,l$ the matrix

$A = (A_{ij}) = (C_2)_{kl}^{ij}$ must have constant row and column sums, and a constant
diagonal.

**Definition 1.1.5.** We introduce the standard Hamming metric on the symmetric
group $S_n$. For two permutations $\tau, \sigma \in S_n$, let the distance $\text{dist}(\sigma, \tau)$ be the number

of indices $1 \leq i \leq n$ where $\sigma$ and $\tau$ disagree:

$$\text{dist}(\sigma, \tau) = |i : \sigma(i) \neq \tau(i)|.$$ 

One can observe that the distance is invariant under the left and right actions of $S_n$:

$$\text{dist}(\sigma\sigma_1, \sigma_2) = \text{dist}(\sigma_1, \sigma_2) = \text{dist}(\sigma_1\sigma, \sigma_2\sigma)$$

for all $\sigma_1, \sigma_2, \sigma \in S_n$.

If we are modelling a problem using the QAP (such as the facility location example
introduced in Section 1.1.1), then permutations are nearby in the Hamming distance
if they involve making many of the same assignments. The Hamming distance is ex-
actly the number of assignments that differ between the permutations. In particular,
the distance does not depend on the choice of the numbering of the plants from the set \{1, 2, \ldots, n\}, since the distance is invariant under conjugation by any permutation \(\omega\):

\[
\text{dist}(\sigma, \tau) = \text{dist}(\omega \sigma \omega^{-1}, \omega \tau \omega^{-1})
\]

In this case, \(\omega\) permutes the labels of the plants.

The notion of “nearness” measured by the Hamming distance is appropriate for the context of a heuristic “local search” approach to solving an optimization problem on permutations. We discuss heuristic approaches to the QAP in Section 4.2.

There are several other metrics on \(S_n\), see for example chapter 6B of [Dia88]. Most do not make sense for our problem (for example, they change substantially under relabeling). One metric that is quite similar to the Hamming metric is the Cayley metric of the (generating) set of all transpositions. This metric counts the minimum number of 2-cycles (transpositions) required to change \(\tau\) to \(\sigma\). Our results would not look too different if we used the Cayley metric.

**Definition 1.1.6.** For a permutation \(\tau\) and an integer \(k > 1\), we consider the “\(k\)-th ring” around \(\tau\):

\[
U(\tau, k) = \{\sigma \in S_n : \text{dist}(\sigma, \tau) = n - k\}.
\]

Hence for any permutation \(\tau\) the group \(S_n\) splits into the disjoint union of \(n\) rings \(U(\tau, k)\) for \(k = 0, 1, 2, \ldots, n - 2, n\).

The innermost ring \(U(\tau, n)\) contains the single permutation \(\tau\), and the next ring \(U(\tau, n - 2)\) has \(\binom{n}{2}\) permutations that differ from \(\tau\) by a swapping a pair of elements (that is, by a 2-cycle). The size of the ring \(U(\tau, k)\) increases as \(k\) decreases, and most of the permutations are contained in the outermost rings. In Lemma 3.4.2, we show that the number of permutations in the outermost ring \(U(\tau, 0)\) is at least \(\frac{n!}{3}\) for
\( n \geq 2 \). Using this fact, it is easy to show that the number of permutations in the ring \( U(\tau, k) \) is between \( \frac{n!}{3k!} \) and \( \frac{n!}{k!} \), see the proof of Lemma 3.4.3.

**Definition 1.1.7.** Let \( f : S_n \rightarrow \mathbb{R} \) be a function of type (1.1) or (1.2). Let

\[
\overline{f} = \frac{1}{n!} \sum_{\sigma \in S_n} f(\sigma)
\]

be the average value of \( f \) on the symmetric group and let

\[
f_0 = f - \overline{f}
\]

be the “shifted” function. Hence the average value of \( f_0 \) is 0. Let \( \tau \) be a permutation where the maximum value of \( f_0 \) is attained, so \( f_0(\tau) \geq f_0(\sigma) \) for all \( \sigma \in S_n \) and \( f_0(\tau) > 0 \) unless \( f_0 \equiv 0 \) (the problem with minimum instead of maximum is completely similar).

We remark that it is easy to compute the average value \( \overline{f} \) (see Lemma 3.1.1).

**1.1.2 Objectives**

We are interested in the following two types of questions:

i. What fraction of the objective values are relatively large (close to optimal)? Specifically, given a constant \( 0 < \gamma < 1 \) possibly depending on \( n \), how many permutations \( \sigma \in S_n \) satisfy \( f_0(\sigma) \geq \gamma f_0(\tau) \)?

ii. Where are other relatively large values located with respect to the optimum? Specifically, how does the average value of \( f_0 \) over the \( k \)-th ring \( U(\tau, k) \) compare with the optimal value \( f_0(\tau) \)? In particular, is a random permutation from the vicinity of the optimal permutation better than a random permutation from the whole group \( S_n \)?
The answer to the first question tells us how well the sample optimum of a set of randomly chosen permutations approximates the true optimum. The answer to the second question gives us information on how we can understand the problem heuristically – whether to look for large values near other large values, or to sample permutations as broadly as possible.

**Definition 1.1.8.** We introduce a function $\nu(m)$ that occurs in our results. For an integer $k \geq 0$, let

$$d_k = \sum_{j=0}^{k} (-1)^j \frac{1}{j!}.$$  

For $k \geq 2$ let

$$\nu(m) = \frac{d_{m-2}}{d_m}.$$  

It is convenient to agree that $\nu(0) = 0$ (and $\nu(1)$ is not defined). One can see that

$$\lim_{m \to +\infty} \nu(m) = 1$$

and that $0 \leq \nu(m) < 1$ if $m$ is odd and $1 < \nu(m) \leq 2$ if $m \geq 2$ is even.

**Definition 1.1.9.** The following functions $p$ and $t$ on the symmetric group $S_n$ play a special role in our approach. For a permutation $\sigma \in S_n$, let $p$ be the number of *fixed points* of $\sigma$:

$$p(\sigma) = |i : \sigma(i) = i|$$

and let $t$ be the number of *transpositions* (or 2-cycles) in $\sigma$:

$$t(\sigma) = |i < j : \sigma(i) = j \text{ and } \sigma(j) = i|$$

One can show that $p(\sigma)$, $p^2(\sigma)$ and $t(\sigma)$ are functions of type (1.2) for some particular tensors $\{c_{kl}^{ij}\}$, see Remark 3.2.5.

In the next two sections, we highlight some of the work that has been done on the
TSP and QAP. We mention both theoretical approximation results (guarantees and hardness) and empirical data.

1.2 Remarks on the TSP

The TSP is one of the most studied NP-complete problems, due to its long history, frequent occurrence in practical situations, and accessibility to non-specialists. Some notes on the early history of the TSP are found in [ABCC98]. The NP-completeness of the TSP decision problem was shown in Karp’s famous paper on reducibility [Kar72].

The important ideas in complexity theory of reductions and completeness, were originally used (for example in Karp’s paper) in the context of “decision problems”, that is problems with a ‘yes’ or ‘no’ answer. The TSP decision problem is to determine if a given graph has any Hamiltonian cycle. We are interested in the TSP optimization problem of finding a cycle of maximum (or minimum) weight. For the optimization problem, we can assume that weights are given on the complete graph, $K_n$.

1.2.1 Complexity of Optimization Problems

The ideas of reductions and completeness can be extended from decision problems to optimization problems, see for example [ACG+99]. More detailed complexity information is available from optimization problems than from the corresponding decision problems. In particular, optimization problems can be compared with respect to the degree of approximation possible in polynomial time. A variety of behaviors are observed among optimization problem whose decision problems are NP-complete, including both positive approximation results and negative completeness results.

However, it is tricky to work with optimization problems because they are sensitive to formulation. A given decision problem may have several natural analogous optimization problems with very different behaviors with respect to approximation.
Consider the case of the TSP. An approximation algorithm will return a permutation $\sigma$ which we expect to have objective value comparable to that of the optimal permutation $\tau$, that is, the ratio $\frac{f(\sigma)}{f(\tau)}$ should be close to one. To ensure that this ratio is meaningful, we can not allow arbitrary edge weights, because the optimal value could be zero (for example).

One way to fix this is to assume that all the weights are positive. Then the TSP minimization problem is $\text{NPO-complete}$, that is any polynomial time algorithm guaranteeing a value $\sigma$ with $\frac{f(\sigma)}{f(\tau)} \leq 2^{-\kappa n}$, for some $\kappa > 0$ implies $P = NP$ [ACG+99]. This is the strongest type of non-approximability result.

In contrast, the (asymmetric) TSP maximization problem with positive weights admits a polynomial time constant approximation guaranteeing $\frac{f(\sigma)}{f(\tau)} \geq \frac{8}{13}(1 - \frac{1}{n})$ where $n$ is the size of the problem [Blä02]. If the TSP is symmetric, this can be improved to $3/4$ [Ser84], and there is a randomized algorithm which returns a solution with expected ratio $r$ for any ratio $r < 25/33$ [HR00]. Reportedly, these ratios have recently been improved to $5/8$ [LS] in the asymmetric case, and $7/8$ in the symmetric case.

1.2.2 Approximation With Respect to the Average

Our approach is to look at approximation results with respect to the average function value over all permutations. In the cases of TSP and QAP, it is easy to compute the average over all permutations, see Lemma 3.1.1. Equivalently, we can consider a normalized maximization problem with average value on all permutations of 0. In this case some edge weights will be negative.

Our results show that this zero average problem is not as difficult as the positive weights minimization problem. At the same time, it does not appear to be as easy
as the positive weight maximization problem, where greedy algorithms can already give a good approximation.

1.2.3 Empirical Results

There is a large body of empirical results on the TSP. These consist of difficult TSP instances that have been proposed and provably solved (or not) to optimality. Many problems of this type are two-dimensional Euclidean problems, where the input is a set of points in the plane. These problems can be attacked very effectively with geometric heuristics, and it is now common to see problems on more than 10,000 points solved. See for example [ABCC01].

In fact, Arora has shown [Aro98] that a grid-based algorithm can be used to construct a polynomial time approximation scheme (PTAS) for the Euclidean TSP in fixed dimension. A PTAS gives, for any $\epsilon > 0$, some polynomial time algorithm (with running time depending on $\epsilon$) which guarantees a $(1 - \epsilon)$ approximation for the minimum.

Less empirical work has been done on non-Euclidean and asymmetric instances of the TSP. An interesting survey of asymmetric TSP’s drawn from various sources is [MP91]. In these experiments, various asymmetric TSP’s are solved, some random, some structured. The authors report success in solving randomly generated problems on thousands of nodes using branch-and-bound heuristics, as well as some structured problems of similar sizes.

More recently [CJMJZ01] studied heuristics on a variety of difficult (some random, some structured) asymmetric TSP instances. They routinely solve problems on 100 nodes, and are usually able to solve problems of size 1000.
1.2.4 Non-polynomial Algorithms

To help understand the complexity of problems, we can also consider the performance of non-polynomial algorithms. The TSP can be solved in time $O(n^22^n)$ by dynamic programming. This is not polynomial, but is substantially faster than the $O(n!)$ required to enumerate the solutions.

1.3 Remarks on the QAP

Like the TSP, the QAP is known as one of the most difficult problems in combinatorial optimization. A good recent survey of the QAP literature is [BCPP99].

1.3.1 Complexity Results for QAP

We noted in Section 1.2 that the QAP generalizes the TSP. Hence QAP is at least as hard as TSP, and the hardness results we have for TSP apply to QAP. For example, minimizing the QAP with positive weights is NPO-complete [ACG+99].

In fact, the QAP appears much more difficult than the TSP both theoretically and practically. There are few positive approximation results for special cases of the QAP.

For the problem of maximizing a QAP with positive coefficients, we can get a trivial approximation guarantee of $1/n^2$ by picking a permutation which includes the largest possible single term in the objective function. Specifically, we take $i', j', k', l'$ so that:

$$a_{i'j'}b_{k'l'} = \max \left\{ \left( \max_{i \neq j} a_{ij} \right), \left( \max_{k \neq l} b_{kl} \right), \left( \max_i a_{ii} \right), \left( \max_k b_{kk} \right) \right\}$$

We can choose $i', j', k', l'$ so that either $i' \neq j'$ and $k' \neq l'$ or $i' = j'$ and $k' = l'$. Then for any permutation $\sigma$ such that $\sigma(i') = k'$, and if $i' \neq j'$, such that $\sigma(j') = l'$, we have $f(\sigma) \geq f(\tau)/n^2$. By fixing more terms, this guarantee can be improved by a constant factor (at the price of a worse polynomial running time), but we know
of no algorithm in the literature that improves on this guarantee for all QAP’s with positive weights.

Arkin, Hassin and Sviridenko [AHS00] consider the problem of maximizing the QAP where one of the matrices is assumed to satisfy the triangle inequality, and the other is non-negative (analogous to a metric TSP). They get a $\frac{1}{4}$-approximation guarantee. It is NP-complete to get a constant approximation for the minimization version of this problem [Que86].

Ye [Ye99] gives an algorithm using semi-definite programming that gives a $\frac{1}{n^2 \ln(4n^4)}$ approximation guarantee for maximizing (1.2), when the tensor $C = \{c_{ij}^{kl} : 1 \leq i, j, k, l \leq n\}$ is positive semi-definite when considered as an $n^2 \times n^2$ matrix.

There is another notion of a “good” approximation called the domination number. The domination number of a permutation $\sigma$ is the number of permutations whose objective value is at most $f(\sigma)$. For example, if the objective function is maximized at $\tau$, then $\tau$ has domination number $n!$. The problem of finding a permutation with good domination number for the QAP is examined in [GY02]. They show that at least in the case where $n$ is a prime power, there is a polynomial algorithm that returns a permutation whose domination number is at least $(n - 2)!$. Additionally, they show that such an algorithm exists for TSP for all $n$. We discuss their algorithm in Section 4.4.

1.3.2 Empirical Results

The contrast between QAP and TSP in empirical tests is even sharper. A problem library has been developed for QAP, called QAPLIB [BKR97]. Most of the problems in the QAPLIB have a simple structure, say that the distance matrix is obtained from an arrangement of points in the plane, and some component that is either random or
drawn from applied data. Despite considerable effort, it has proved difficult to solve instances of size \( n = 20 \), and solutions of problems of size \( n = 30 \) are considered remarkable. See for example [ABGL02] and [BMCP98].

The heuristics that are effective in solving moderately sized TSP’s do not work as well on QAP’s. One of the goals of this thesis is to provide some explanation of why this is, and to distinguish the cases where we might expect heuristics to perform well.

In [AZ01], the authors compare the QAP and the TSP via a “ruggedness coefficient” which describes a type of local variability. They take the view that problems with lower local variability are easier for local search. They show that the ruggedness of the QAP lies between the ruggedness of the TAP (which they consider an easy problem for local search) and the ruggedness of the binary string problem, which they take as an example of a very hard problem for local search.

1.3.3 Non-polynomial Algorithms

No counterpart of the dynamic programming algorithm that solves TSP is known for the QAP, and, in fact, we know of no algorithm that solves the QAP essentially faster than \( O(n!) \), the time required to enumerate the feasible solutions.
CHAPTER II

Summary of Results

In this chapter we state our main results on the distributions of the QAP and the TSP. The proofs are presented in Chapter III.

The results are divided into four cases, which arise from considering the representations of Mat$_n$ under the action of $S_n$ (see Section 3.2). We begin with the most special case, which we call the “bullseye”, and which already includes the symmetric TSP. We then consider two different generalizations of the bullseye – the “pure” QAP and the symmetric QAP. Finally, we consider the general QAP.

For each case, we bound the frequency of relatively large values, and describe the possible locations of relatively large values with respect to the optimum. The frequency bounds allow us to analyze how well we can approximate the optimum by taking the best value from a random set of points. We state algorithmic results of this type for the “pure” and general cases. The location of large values helps in designing and understand heuristics for the QAP, and is discussed further in Section 4.2.

2.1 Bullseye Special Case

Suppose that the matrix $A = (a_{ij})$ in (1.1) is symmetric and has constant row and column sums and a constant diagonal:
\[ a_{ij} = a_{ji} \quad \text{for all} \quad 1 \leq i, j \leq n; \]

for some \( a \)

\[ \sum_{i=1}^{n} a_{ij} = a \quad \text{for all} \quad j = 1, \ldots, n \quad \text{and} \]

\[ \sum_{j=1}^{n} a_{ij} = a \quad \text{for all} \quad i = 1, \ldots, n; \]

\[ a_{ii} = b \quad \text{for some} \quad b \quad \text{and all} \quad i = 1, \ldots, n. \]

In particular, we noted in Section 1.1, that this case includes the symmetric traveling salesman problem (TSP).

Similarly, for the generalized problem (1.2) we assume that for any \( k \) and \( l \) the matrix \( A = (a_{ij}) \), where \( a_{ij} = c_{kl}^{ij} \), is symmetric with constant row and column sums and a constant diagonal. Retaining the assumption that \( A \) is symmetric for all \( k, l \), we can weaken the remaining assumptions to the following \((n - 1)^2\) linear conditions:

\[
\begin{align*}
(n - 2)(c_{11}^{11} + c_{kk}^{ii}) + \sum_{j \neq 1} \sum_{l \neq 1} (c_{j1}^{1j} + c_{l1}^{j1}) + \sum_{j \neq i} \sum_{l \neq k} (c_{kl}^{ij} + c_{lk}^{ji}) &= (n - 2)(c_{kk}^{11} + c_{11}^{ii}) + \sum_{j \neq 1} \sum_{l \neq k} (c_{kl}^{ij} + c_{lk}^{ji}) + \sum_{j \neq i} \sum_{l \neq 1} (c_{kl}^{ji} + c_{lk}^{ij}) \\
&\quad \text{for all} \quad 2 \leq i, k \leq n
\end{align*}
\]

(2.1)

It turns out that the optimum has a characteristic “bullseye” feature in the Hamming metric on \( S_n \) (see Definition 1.1.5). This is illustrated in Figure 2.1.

**Theorem 2.1.1 (Bullseye Distribution).** Let

\[
\alpha(n, k) = \frac{k^2 - 3k + \nu(n - k)}{n^2 - 3n},
\]

where \( k = 0, 1, \ldots, n - 2, n \) and \( \nu \) is the function of Definition 1.1.8. Then we have

\[
\frac{1}{|U(\tau, k)|} \sum_{\sigma \in U(\tau, k)} f_0(\sigma) = \alpha(n, k) f_0(\tau)
\]

for \( k = 0, 1, \ldots, n - 2, n \).
We observe that as the ring $U(\tau, k)$ contracts to the optimal permutation $\tau$ (hence $k$ increases), the average value of $f$ on the ring steadily improves (as long as $k \geq 3$).
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Figure 2.1: Bullseye Distribution

It is easy to construct examples where some values of $f$ in a very small neighborhood of the optimum are particularly bad, but as follows from Theorem 2.1.1, such values are relatively rare.

Estimating the size of the ring $U(\tau, k)$, we get the following result.

**Theorem 2.1.2 (Frequency of Large Values for Bullseye QAP).** Let us choose an integer $3 \leq k \leq n - 3$ and a number $0 < \gamma < 1$ and let

$$\beta(n, k) = \frac{k^2 - 3k}{n^2 - 3n},$$

The probability that a random permutation $\sigma \in S_n$ satisfies the inequality

$$f_0(\sigma) \geq \gamma \beta(n, k) f_0(\tau)$$
is at least
\[
\frac{(1 - \gamma)\beta(n, k)}{3k!}.
\]

2.2 Pure Special Case

In this section, we consider a more general case of a not necessarily symmetric matrix \( A = (a_{ij}) \) in (1.1) having constant row and column sums and a constant diagonal:

\[
\sum_{i=1}^{n} a_{ij} = a \quad \text{for all } j = 1, \ldots, n \quad \text{and}
\]
\[
\sum_{j=1}^{n} a_{ij} = a \quad \text{for all } i = 1, \ldots, n;
\]
\[
a_{ii} = b \quad \text{for some } b \quad \text{and all } i = 1, \ldots, n.
\]

We noted in Section 1.1 that this case includes the Asymmetric Traveling Salesman Problem (ATSP).

Similarly, for generalized problems (1.2) we assume that for any \( k \) and \( l \) the matrix \( A = (a_{ij}) \), where \( a_{ij} = c_{kl}^{ij} \) has constant row and column sums and has a constant diagonal. These conditions can be relaxed to the following \((n - 1)^2\) linear conditions on \( C \):

\[
(n - 2)(c_{i1}^{11} + c_{kk}^{ii}) = \sum_{j \neq 1} \sum_{l \neq 1} ((n - 1)(c_{i1}^{1j} + c_{i1}^{lj}) + c_{i1}^{lj} + c_{i1}^{lj})
\]
\[
+ \sum_{j \neq i} \sum_{l \neq k} ((n - 1)(c_{kl}^{ij} + c_{kl}^{ji}) + c_{kl}^{ij} + c_{kl}^{ji})
\]
\[
= n(n - 2)(c_{kk}^{ii} + c_{i1}^{11}) + \sum_{j \neq 1} \sum_{l \neq k} ((n - 1)(c_{kl}^{ij} + c_{kl}^{ji}) + c_{kl}^{ij} + c_{kl}^{ji})
\]
\[
+ \sum_{j \neq i} \sum_{l \neq 1} ((n - 1)(c_{i1}^{li} + c_{i1}^{li}) + c_{i1}^{li} + c_{i1}^{li})
\]
\[
\text{for all } 2 \leq i, k \leq n
\]
We call this case pure because the objective function $f$ lacks the linear component (see Definition 1.1.4). In the terminology of the Koopmans-Beckmann problem (see Section 1.3), the total flow of goods (both in and out) is constant across facilities, and the cost of building the facilities does not depend on the location.

The behavior of averages of $f_0$ over the rings $U(\tau, k)$ is described by the following result.

**Theorem 2.2.1 (Pure Distribution).**

Let us define three functions of $n$ and $k$:

\[
\alpha_1(n, k) = 1 - \nu(n - k)
\]

\[
\alpha_2(n, k) = \frac{k^2 - 3k - n - 3\nu(n - k) + \nu(n - k)n + 4}{n^2 - 4n + 4}
\]

\[
\alpha_2(n, k) = \frac{k^2 - 3k - n - 2\nu(n - k) + \nu(n - k)n + 3}{n^2 - 4n + 3},
\]

where $k = 0, 1, \ldots, n - 2, n$ and $\nu$ is the function of Definition 1.1.8.

If $n$ is even, then for some non-negative $\gamma_1$ and $\gamma_2$ such that $\gamma_1 + \gamma_2 = 1$ we have

\[
\frac{1}{|U(\tau, k)|} \sum_{\sigma \in U(\tau, k)} f_0(\sigma) = \left( \gamma_1 \alpha_1(n, k) + \gamma_2 \alpha_2(n, k) \right) f_0(\tau)
\]

for $k = 0, 1, \ldots, n - 2, n$.

If $n$ is odd, then for some non-negative $\gamma_1$ and $\gamma_2$ such that $\gamma_1 + \gamma_2 = 1$ we have

\[
\frac{1}{|U(\tau, k)|} \sum_{\sigma \in U(\tau, k)} f_0(\sigma) = \left( \gamma_1 \alpha_1(n, k) + \gamma_2 \alpha_2(n, k) \right) f_0(\tau)
\]

for $k = 0, 1, \ldots, n - 2, n$.

We show in Section 3.9 that, at least for even $n$, for any choice of $\gamma_1, \gamma_2 \geq 0$ such that $\gamma_1 + \gamma_2 = 1$ there is a function $f$ of type (1.1) for which the averages of $f_0$ over $U(\tau, k)$ are given by the formulas of Theorem 2.2.1.
2.2.1 Damped Oscillator

We observe that there are two extreme cases. If $\gamma_1 = 0$ and $\gamma_2 = 1$ then $f$ exhibits a bullseye type distribution as in Section 2.1. If $\gamma_1 = 1$ and $\gamma_2 = 0$ then $f$ exhibits a “damped oscillator” type of distribution: the average value of $f_0$ over $U(\tau, k)$ changes its sign with the parity of $k$ and approaches 0 fast as $k$ shrinks. In short, if $f$ has a damped oscillator distribution, there is no particular advantage in choosing a permutation in the vicinity of the optimal permutation $\tau$, see Figure 2.2.
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**Figure 2.2: Damped Oscillator Distribution**

For a typical function $f$ one can expect both $\gamma_1$ and $\gamma_2$ positive, so $f$ would show a “weak” bullseye distribution: the average value of $f_0$ over $U(\tau, k)$ improves moderately as $k$ gets smaller, but not as dramatically as in the bullseye case of Section 2.1. Still, it turns out that we can find sufficiently many reasonably good permutations in the vicinity of the optimal permutation (see Remark 3.6.3).
Theorem 2.2.2 (Frequency of Large Values for Pure QAP).

Let us choose an integer $3 \leq k \leq n - 3$ and a number $0 < \gamma < 1$ and let

$$\beta(n, k) = \frac{k^2 - 3k + 1}{n^2 - 3n + 1}.$$

The probability that a random permutation $\sigma \in S_n$ satisfies the inequality

$$f_0(\sigma) \geq \gamma \beta(n, k) f_0(\tau)$$

is at least

$$\frac{(1 - \gamma) \beta(n, k)}{10k!}.$$

In particular, by choosing an appropriate $k$, we obtain the following corollary.

Corollary 2.2.3.

i. Let us fix any $\alpha > 1$. Then there exists a $\delta = \delta(\alpha) > 0$ such that for all sufficiently large $n \geq N(\alpha)$ the probability that a random permutation $\sigma \in S_n$ satisfies the inequality

$$f_0(\sigma) \geq \frac{\alpha}{n^2} f_0(\tau)$$

is at least $\delta n^{-2}$. In particular, one can choose $\delta = \exp\{-c\sqrt{\alpha} \ln \alpha\}$ for some absolute constant $c > 0$.

ii. Let us fix any $\epsilon > 0$. Then there exists a $\delta = \delta(\epsilon) < 1$ such that for all sufficiently large $n \geq N(\alpha)$ the probability that a random permutation $\sigma \in S_n$ satisfies the inequality

$$f_0(\sigma) \geq n^{-\epsilon} f_0(\tau)$$

is at least $\exp\{-n^\delta\}$. In particular, one can choose any $\delta > 1 - \epsilon/2$. 
It follows from Corollary 2.2.3 that to get a permutation $\sigma$ which satisfies (i) for any fixed $\alpha$, we can use the following straightforward randomized algorithm: sample $O(n^2)$ random permutations $\sigma \in S_n$, compute the value of $f$ and choose the best permutation. With the probability which tends to 1 as $n \to +\infty$, we will hit the right permutation. The complexity of the algorithm is quadratic in $n$ for any $\alpha$, but the coefficient of $n^2$ grows as $\alpha$ grows. If we are willing to settle for an algorithm of a mildly exponential complexity of the type $\exp\{n^\beta\}$ for some $\beta < 1$ we can achieve a better approximation (ii) by searching through the set of randomly selected $\exp\{n^\beta\}$ permutations. We remarked in Chapter I that no algorithm solving the Quadratic Assignment Problem (even in the special case considered in this section) with an exponential in $n$ complexity $\exp\{O(n)\}$ is known, although such an algorithm does exist for the Traveling Salesman Problem.

We prove these results in Section 3.6.

2.3 General Symmetric Case

In this section, we assume that the matrix $A = (a_{ij})$ in (1.1) is symmetric, that is:

$$a_{ij} = a_{ji} \quad \text{for all} \quad 1 \leq i, j \leq n.$$ 

In fact, it is sufficient for $A$ to be the sum of a symmetric matrix, a matrix with constant rows, and a matrix with constant columns.

Similarly, in the generalized problem (1.2) we assume that for any $k \neq l$, the matrix $A = (a_{ij})$, where $a_{ij} = c_{ij}^{kl}$, is the sum of a symmetric matrix, a matrix with constant rows, and a matrix with constant columns. We can weaken this assumption
slightly to having $C$ satisfy the following $\frac{1}{2}(n^4 - 4n^3 + 5n^2 - 2n)$ linear conditions:

\[
nc_{ij}^{ij} - nc_{ij}^{ji} - \sum_{i'} c_{i'2}^{ij} + \sum_{i'} c_{i'2}^{ji} - \sum_{j'} c_{i2}^{ij} + \sum_{j'} c_{i2}^{ji}
\]

\[
= nc_{kl}^{ij} - nc_{kl}^{ji} - \sum_{i'} c_{kl}^{ij} + \sum_{i'} c_{kl}^{ji} - \sum_{j'} c_{kl}^{ij} + \sum_{j'} c_{kl}^{ji}
\]  

(2.3)

for all $1 \leq i < j < n$ and $k \neq l$

Overall, the distribution of values of $f$ turns out to be much more complicated than in the special cases described in Sections 2.1 and 2.2.

**Theorem 2.3.1 (Symmetric Distribution).**

Let us define three functions of $n$ and $k$:

\[
\alpha_1(n, k) = \frac{2nk - 2n - k^2 - 3k - \nu(n - k) + 6}{n^2 - 5n + 6}
\]

\[
\alpha_{2e}(n, k) = \frac{-nk + n + k^2 + k + \nu(n - k) - 4}{2n - 4}
\]

\[
\alpha_{2o}(n, k) = \frac{-n^2k + nk^2 + n^2 + nk + n\nu(n - k) - 4n - 3k + 3}{2n^2 - 7n + 3}
\]

where $k = 0, 1, \ldots, n - 2, n$ and $\nu$ is the function of Definition 1.1.8.

If $n$ is even, then for some non-negative $\gamma_1$ and $\gamma_2$ such that $\gamma_1 + \gamma_2 = 1$ we have

\[
\frac{1}{|U(\tau, k)|} \sum_{\sigma \in U(\tau, k)} f_0(\sigma) = \left(\gamma_1\alpha_1(n, k) + \gamma_2\alpha_{2e}(n, k)\right)f_0(\tau)
\]

for $k = 0, 1, \ldots, n - 2, n$.

If $n$ is odd, then for some non-negative $\gamma_1$ and $\gamma_2$ such that $\gamma_1 + \gamma_2 = 1$ we have

\[
\frac{1}{|U(\tau, k)|} \sum_{\sigma \in U(\tau, k)} f_0(\sigma) = \left(\gamma_1\alpha_1(n, k) + \gamma_2\alpha_{2o}(n, k)\right)f_0(\tau)
\]

for $k = 0, 1, \ldots, n - 2, n$.

It follows from our proof (see Section 3.7) that for any choice of $\gamma_1, \gamma_2 \geq 0$ such that $\gamma_1 + \gamma_2 = 1$ there is a function $f$ of type (1.2) for which that averages of $f_0$ over $U(\tau, k)$ are given by the formulas of Theorem 4.1. Moreover, at least if $n$ is even, one can choose $f$ to be a function of type (1.1), see Section 3.9.
2.3.1 The “Spike” Distribution

As in Section 2.2, we see that there are two extreme cases. If $\gamma_1 = 1$ and $\gamma_2 = 0$ then $f$ has a bullseye type distribution as in Section 2.1. If $\gamma_1 = 0$ and $\gamma_2 = 1$ then $f$ has what we call a “spike” distribution, see Figure 2.3. In this case, for $3 \leq k \leq n - 3$ the average value of $f_0$ over $U(\tau, k)$ is negative. Thus an average permutation $\sigma \in U(\tau, n - 3)$ presents us with a worse choice than the average permutation in $S_n$. However, the average value of $f_0$ over $U(\tau, 0)$ is about one half of the maximum value $f_0(\tau)$. Thus there are plenty of reasonably good permutations very far from $\tau$ and we can easily get such a permutation by random sampling.

We obtain the following estimate for the number of near-optimal permutations.

**Theorem 2.3.2 (Frequency of Large Values for Symmetric QAP).** Let us choose an integer $3 \leq k \leq n - 3$ and a number $0 < \gamma < 1$ and let

$$\beta(n, k) = \frac{3k - 5}{n^2 - kn + k + 2n - 5}.$$
The probability that a random permutation $\sigma \in S_n$ satisfies the inequality
\[ f_0(\sigma) \geq \gamma \beta(n, k) f_0(\tau) \]
is at least
\[ \frac{(1 - \gamma) \beta(n, k)}{5k!2^k}. \]

One can notice that the obtained bound is essentially weaker than the bounds of Theorems 2.1.2 and 2.2.2. We give an example below showing that at least for the generalized problem (1.2), the bounds of Sections 2.1 and 2.2 and Corollary 2.2.3, in particular, cannot hold true. The question whether the estimates can be improved for the problem (1.1) remains open.

2.3.2 Scarcity of Large Values for Symmetric QAP

Let us fix any $0 < \delta < 1$ and any $0 < \varepsilon < 1 - \delta$. Let us choose an integer $m$ such that $n^{1-\varepsilon} > m > n^\delta$. In Remark 3.2.5, we show that there exists a tensor $c_{ij}^{kl}$ such that $c_{ij}^{kl} = c_{kl}^{ij}$ for all $k$ and $l$ and such that for the function $f$ defined by (1.2) we have
\[ f(\sigma) = \frac{p^2(\sigma) - mp(\sigma) + p(\sigma) + 2t(\sigma) + m - 5}{n^2 - nm + 2n + m - 5}, \]
where $p(\sigma)$ is the number of fixed points in $\sigma$ and $t(\sigma)$ is the number of 2-cycles in $\sigma$, see Definition 1.1.9. We show that $\overline{f} = 0$ and that $f(\varepsilon) = 1$ is the maximum value of $f$, where $\varepsilon$ is the identity permutation.

Then, for all sufficiently large $n$, the value $f(\sigma) > 2/n$ can be achieved only on permutations $\sigma$ with $p(\sigma) > m$. The number of such permutations $\sigma$ does not exceed $\binom{n}{m}(n - m)! = n!/m!$. That is, the probability that a random permutation $\sigma$ satisfies $f(\sigma) > 2/n$ does not exceed $\exp\{-n^\delta\}$ for large $n$. So, at least for the generalized problem (1.2), the estimate of Corollary 2.2.3 part (ii) does not carry over from the pure special case to the symmetric special case for $\varepsilon \leq 1$. 
2.4 General Case

It appears that the difference between the general case of problems (1.1) and (1.2) and the symmetric case of Section 2.3 is not as substantial as the difference between the symmetric case and the special cases of Sections 2.1 and 2.2.

First, we describe the behavior of averages of \( f_0 \) over the rings \( U(\tau,k) \).

**Theorem 2.4.1 (General Distribution).**

Let us define five functions of \( n \) and \( k \):

\[
\alpha_1(n,k) = \frac{-k(n-k) + n - 2}{n-2},
\]

\[
\alpha_2(n,k) = 1 - \nu(n-k),
\]

\[
\alpha_3(n,k) = \frac{2nk - 3k - 2n - k^2 - \nu(n-k) + 6}{n^2 - 5n + 6},
\]

\[
\alpha_4(n,k) = \frac{k + \nu(n-k) - 2}{n-2} \quad \text{and}
\]

\[
\alpha_{50}(n,k) = \frac{-2nk + 3k^2 - 3k + \nu(n-k)n + n - 3}{n^2 - 2n - 3},
\]

where \( k = 0, 1, \ldots, n-2, n \) and \( \nu(k) \) is the function of Definition 1.1.8.

If \( n \) is even, then for some non-negative \( \gamma_1, \gamma_2, \gamma_3 \) and \( \gamma_4 \) such that \( \gamma_1 + \gamma_2 + \gamma_3 + \gamma_4 = 1 \) we have

\[
\frac{1}{|U(\tau,k)|} \sum_{\sigma \in U(\tau,k)} f_0(\sigma) = \left( \gamma_1 \alpha_1(n,k) + \gamma_2 \alpha_2(n,k) + \gamma_3 \alpha_3(n,k) + \gamma_4 \alpha_4(n,k) \right) f_0(\tau)
\]

for \( k = 0, 1, \ldots, n-2, n \).

If \( n \) is odd, then for some non-negative \( \gamma_1, \gamma_2, \gamma_3, \gamma_4 \) and \( \gamma_5 \) such that \( \gamma_1 + \gamma_2 + \gamma_3 + \gamma_4 + \gamma_5 = 1 \) we have

\[
\frac{1}{|U(\tau,k)|} \sum_{\sigma \in U(\tau,k)} f_0(\sigma) = \left( \gamma_1 \alpha_1(n,k) + \gamma_2 \alpha_2(n,k) + \gamma_3 \alpha_3(n,k) + \gamma_4 \alpha_4(n,k) + \gamma_5 \alpha_{50}(n,k) \right) f_0(\tau)
\]

for \( k = 0, 1, \ldots, n-2, n \).
It follows from our proof (see Section 3.8) that for any choice of $\gamma_1, \ldots, \gamma_4 \geq 0$ ($n$ even) or $\gamma_1, \ldots, \gamma_5 \geq 0$ ($n$ odd) summing up to 1 there is a function $f$ of type (1.2) for which the averages of $f_0$ over $U(\tau, k)$ are given by the formulas of Theorem 2.4.1. Moreover, at least for combinations of $\gamma_1, \ldots, \gamma_4 \geq 0$, one can choose $f$ to be a function of type (1.1), see Section 3.9.

As we let all but one $\gamma$ equal to 0, we obtain various extreme distributions: the bullseye (when $\gamma_3 = 1$ or $\gamma_4 = 1$, cf. Section 2.1), damped oscillator (when $\gamma_2 = 1$, cf. Section 2.2) and spike (when $\gamma_1 = 1$ or $\gamma_{50} = 1$, cf. Section 2.3) types. We do not get any new type of a distribution, but we can find a sharper spike than in the symmetric case.

2.4.1 The Sharp Spike Distribution

Let us consider the function

$$ f = \frac{-p(n - p) + n - 2}{n - 2}, $$

where $p(\sigma)$ is the number of fixed points of $\sigma$, see Section 1.1. It follows from Remark 3.2.5 that $f$ is a function of type (1.2) and that $\bar{f} = 0$. The maximum value of 1 is attained at the identity and at the permutations without fixed points. All other values of $f$ are negative. The sharp spike is illustrated in Figure 2.4. In Section 3.9 we construct a function of type (1.1) whose average values over the rings $U(\varepsilon, k)$, where $\varepsilon$ is the identity permutation, coincide with those for $f$.

Our bound for the number of nearly optimal permutations is only slightly weaker than the bound of Theorem 2.3.2 in the symmetric case.

Theorem 2.4.2 (Frequency of Large Values for General QAP).

Let us choose an integer $3 \leq k \leq n - 3$ and a number $0 < \gamma < 1$ and let

$$ \beta(n, k) = \frac{k - 2}{n^2 - nk + k - 2}. $$
Distribution of values of the objective function
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Figure 2.4: Sharp Spike

The probability that a random permutation $\sigma \in S_n$ satisfies

$$f_0(\sigma) \geq \gamma \beta(k, n)f_0(\tau)$$

is at least

$$\frac{(1 - \gamma)\beta(k, n)}{5k!}.$$

By choosing an appropriate $k$, we obtain the following corollary.

**Corollary 2.4.3.**

i. Let us fix any $\alpha > 1$. Then there exists a $\delta = \delta(\alpha) > 0$ such that for all sufficiently large $n \geq N(\alpha)$ the probability that a random permutation $\sigma$ in $S_n$ satisfies the inequality

$$f_0(\sigma) \geq \frac{\alpha}{n^2}f_0(\tau)$$

is at least $\delta n^{-2}$. In particular, one can choose $\delta = \exp\left\{-c\alpha \ln \alpha\right\}$ for some absolute constant $c > 0$. 
ii. Let us fix any \( \epsilon > 0 \). Then there exists a \( \delta = \delta(\epsilon) < 1 \) such that for all sufficiently large \( n \geq N(\epsilon) \) the probability that a random permutation \( \sigma \) in \( S_n \) satisfies the inequality

\[
f_0(\sigma) \geq n^{-1-\epsilon} f_0(\tau)
\]

is at least \( \exp\{-n^\delta\} \). In particular, one can choose any \( \delta > 1 - \epsilon \).

As in Section 2.2, we conclude that for any fixed \( \alpha > 1 \) there is a randomized algorithm of \( O(n^2) \) complexity which produces a permutation \( \sigma \) satisfying (i). If we are willing to settle for an algorithm of mildly exponential complexity, we can achieve the bound of type (ii), which is weaker than the corresponding bound of Corollary 2.2.3.

For the generalized problem (1.2), we can show that the estimates of Corollary 2.4.3 are tight by constructing a tensor (cf. Remark 3.2.5 and Section 2.3.2) that is constant on the rings \( U(\tau, k) \) and attains the averages of Theorem 2.4.1. For functions of type (1.1), we can show that the frequency bound of \( \delta n^{-2} \) in Part (i) for the fraction of permutations meeting the guarantee is essentially tight (even in the bullseye case of Section 2.1) by using the functions of Remark 3.9.1. An interesting question is whether the guarantee of \( \alpha/n^2 \) in Part (i) is also tight for functions of type (1.1).

We prove our results in Chapter III.
CHAPTER III

Methods and Proofs

In this chapter, we prove the results of Chapter II. The facts we use from representation theory are described in Section 3.2.

3.1 The Central Projection

In this section, we prove some technical lemmas for later use.

First, we show that it is indeed easy to compute the average value $\overline{f}$ of a function $f$ defined by (1.1) or (1.2). The result is not new (see [GW70]), we state it here for the sake of completeness.

**Lemma 3.1.1.** Let $f : S_n \rightarrow \mathbb{R}$ be a function defined by (1.1) for some $n \times n$ matrices $A = (a_{ij})$ and $B = (b_{ij})$. Let us define

$$\alpha_1 = \sum_{1 \leq i < j \leq n} a_{ij}, \quad \alpha_2 = \sum_{i=1}^{n} a_{ii} \quad \text{and} \quad \beta_1 = \sum_{1 \leq i < j \leq n} b_{ij}, \quad \beta_2 = \sum_{i=1}^{n} b_{ii}.$$ 

Then

$$\overline{f} = \frac{\alpha_1 \beta_1}{n(n-1)} + \frac{\alpha_2 \beta_2}{n}.$$ 

Similarly, if $f$ is defined by (1.2) for some tensor $C = \{c_{kl}^{ij}\}, 1 \leq i, j, k, l \leq n$ then

$$\overline{f} = \frac{1}{n(n-1)} \sum_{1 \leq i < j \leq n} \sum_{1 \leq k \neq l \leq n} c_{kl}^{ij} + \frac{1}{n} \sum_{1 \leq i \leq n} c_{ii}^{ii}. \quad (3.1)$$
Proof. We prove the first part only, as the proof of the second part is completely similar. Let us choose a pair of indices $1 \leq i \neq j \leq n$. Then, as $\sigma$ ranges over the symmetric group $S_n$, the ordered pair $(\sigma(i), \sigma(j))$ ranges over all ordered pairs $(k, l)$ with $1 \leq k \neq l \leq n$ and each such a pair $(k, l)$ appears $(n - 2)!$ times. Similarly, for each index $1 \leq i \leq n$, the index $\sigma(i)$ ranges over the set $\{1, \ldots, n\}$ and each $j \in \{1, \ldots, n\}$ appears $(n - 1)!$ times. Therefore,

$$\bar{f} = \frac{1}{n!} \sum_{\sigma \in S_n} \sum_{i,j=1}^{n} b_{\sigma(i)\sigma(j)}a_{ij} = \sum_{i,j=1}^{n} \left(\frac{1}{n!} \sum_{\sigma \in S_n} b_{\sigma(i)\sigma(j)}\right) a_{ij} = \frac{1}{n(n-1)} \sum_{i \neq j} a_{ij} \beta_1 + \frac{1}{n} \sum_{i=1}^{n} a_{ii} \beta_2 = \frac{\alpha_1 \beta_1}{n(n-1)} + \frac{\alpha_2 \beta_2}{n}$$

and the proof follows. \qed

Remark 3.1.2. Suppose that $f(\sigma) = \langle B, \sigma(A) \rangle$ for some matrices $A$ and $B$ and all $\sigma \in S_n$ is the objective function in the QAP (1.1) and suppose that the maximum value of $f$ is attained at a permutation $\tau$. Let $A^\tau = \tau(A)$ and let $f^\tau(\sigma) = \langle B, \sigma(A^\tau) \rangle$. Then $f^\tau(\sigma) = f(\sigma \tau)$, hence the maximum value of $f^\tau$ is attained at the identity permutation $\varepsilon$ and the distribution of values of $f$ and $f^\tau$ is the same. We observe that if $A$ is symmetric then $A^\tau$ is also symmetric, and if $A$ has constant row and column sums and a constant diagonal then so does $A^\tau$. Hence, as far as the distribution of values of $f$ is concerned, without loss of generality we may assume that the maximum of $f$ is attained at the identity permutation $\varepsilon$. The same is true for functions in the generalized problem (1.2).

Next, we introduce our main tool.

**Definition 3.1.3.** Let $f : S_n \to \mathbb{R}$ be a function. Let us define function $g : S_n \to \mathbb{R}$ by

$$g(\sigma) = \frac{1}{n!} \sum_{\omega \in S_n} f(\omega^{-1} \sigma \omega).$$
We call $g$ the central projection of $f$.

It turns out that the central projection captures some important information regarding the distribution of values of a function.

**Lemma 3.1.4.** Let $f : S_n \rightarrow \mathbb{R}$ be a function and let $g$ be the central projection of $f$. Then

i. The averages of $f$ and $g$ over the $k$-th ring $U(\varepsilon, k)$ around the identity permutation coincide:

$$
\frac{1}{|U(\varepsilon, k)|} \sum_{\sigma \in U(\varepsilon, k)} f(\sigma) = \frac{1}{|U(\varepsilon, k)|} \sum_{\sigma \in U(\varepsilon, k)} g(\sigma);
$$

ii. The average values of $f$ and $g$ on the symmetric group coincide: $\overline{f} = \overline{g}$;

iii. Suppose that $f(\varepsilon) \geq f(\sigma)$ for all $\sigma \in S_n$. Then $g(\varepsilon) \geq g(\sigma)$ for all $\sigma \in S_n$.

**Proof.** We observe that $\sigma \in U(\varepsilon, k)$ if and only if $\sigma$ has exactly $n - k$ fixed points. Hence for any fixed $\omega \in S_n$, the permutation $\omega^{-1}\sigma\omega$ ranges over $U(\varepsilon, k)$ as $\sigma$ ranges over $U(\varepsilon, k)$. Hence

$$
\frac{1}{|U(\varepsilon, k)|} \sum_{\sigma \in U(\varepsilon, k)} g(\sigma) = \frac{1}{|U(\varepsilon, k)|} \sum_{\sigma \in U(\varepsilon, k)} \left( \frac{1}{n!} \sum_{\omega \in S_n} f(\omega^{-1}\sigma\omega) \right)
$$

$$
= \frac{1}{n!} \sum_{\omega \in S_n} \left( \frac{1}{|U(\varepsilon, k)|} \sum_{\sigma \in U(\varepsilon, k)} f(\omega^{-1}\sigma\omega) \right) = \frac{1}{|U(\varepsilon, k)|} \sum_{\sigma \in U(\varepsilon, k)} f(\sigma)
$$

and (i) is proven. Part (ii) follows from (i). To prove (iii), we note that $\omega^{-1}\varepsilon\omega = \varepsilon$ for all $\omega \in S_n$ and hence $g(\varepsilon) = f(\varepsilon)$. Moreover, for any $\sigma \in S_n$

$$
g(\sigma) = \frac{1}{n!} \sum_{\omega \in S_n} f(\omega^{-1}\sigma\omega) \leq \frac{1}{n!} \sum_{\omega \in S_n} f(\varepsilon) = g(\varepsilon).
$$
3.2 Facts from Representation Theory

We aim to understand the QAP by studying the action of $S_n$ by conjugation on the matrix $A = (a_{ij})$. This action is well studied in representation theory of finite groups (see, for example, [FH91] or [JK81]). The crucial observation for our approach is that the central projections $g$ of functions $f$ defined by (1.1) or (1.2) must have a relatively simple structure. In particular, $g$ must lie in a 4-, 3-, or 2-dimensional vector space, depending on whether we consider the general case, the cases of Sections 2.2 and 2.3 or the special case of Section 2.1. If we require, additionally, that $\bar{f} = 0$ then the dimensions drop by 1 to 3, 2 and 1, respectively. In this section, we introduce some facts about the symmetric group and its representation theory.

3.2.1 The Conjugacy Classes of $S_n$

Let us fix a permutation $\rho \in S_n$. As $\omega$ ranges over the symmetric group $S_n$, the permutation $\omega^{-1} \rho \omega$ ranges over the conjugacy class $X(\rho)$ of $\rho$, that is the set of permutations that have the same cycle structure as $\rho$. In particular we have:

**Remark 3.2.1.** If $f : S_n \rightarrow \mathbb{R}$ is a function and $g : S_n \rightarrow \mathbb{R}$ its central projection, then

$$g(\rho) = \frac{1}{|X(\rho)|} \sum_{\sigma \in X(\rho)} f(\sigma).$$

If $X \subset S_n$ is a set which splits into a union of conjugacy classes $X(\rho_i) : i \in I$, and for each such a class we have

$$\frac{1}{|X(\rho_i)|} \sum_{\sigma \in X(\rho_i)} f(\sigma) \geq \alpha$$

for some number $\alpha$, then

$$\frac{1}{|X|} \sum_{\sigma \in X} f(\sigma) \geq \alpha.$$
Definition 3.2.2. A (linear) representation of a group $G$ is a group homomorphism $\rho : G \to GL(V)$ where $GL(V)$ is the group of invertible linear transformations of a suitable vector space $V$. The degree of the representation is the dimension of $V$. Equivalently, the representation can be viewed as the $G$-module given by the action of $G$ on $V$.

In the QAP, we are interested in the action of $S_n$ on the set of $n \times n$ matrices $\text{Mat}_n$ by permuting rows and columns. This is a representation of degree $n^2$, since it is a linear action on $V = \mathbb{R}^{n^2}$, rearranging the $n^2$ matrix elements.

The building blocks of representation theory are irreducible representations, that is representations which contain no non-trivial invariant submodules (subspaces). A basic fact about the representation theory of finite groups, is that the representation of any finite group (over a field of characteristic 0) decomposes as a finite direct sum of irreducible representations. This decomposition is not, in general, unique, and there may be multiple irreducible modules corresponding to a given irreducible representation. The irreducible modules corresponding to an irreducible representation are however, isomorphic, and their multiplicity in any decomposition is the same. Further, the submodule that is the sum of all the (isomorphic) submodules associated to a given irreducible representation is unique. This is called the isotypical component of the representation. We refer to [FH91] for further details.

We aim to understand the conjugation representation by decomposing it into its isotypical components. In particular, this decomposition will allow us to determine the central projection.

We describe the invariant subspaces of the action of $S_n$ in the space of $n \times n$ matrices $\text{Mat}_n$ by simultaneous permutations of rows and columns. For $n \geq 4$, there are seven such invariant subspaces, and we have grouped isomorphic subspaces
together to give the four isotypical components of the representation. Our notation is inspired by the generally accepted notation of representation theory of $S_n$, where irreducible representations and their associated subspaces are indexed by partitions of the integer $n$.

Subspace $L_n$

Let $L^1_n$ be the space of constant matrices $A$:

$$a_{ij} = \alpha \quad \text{for some } \alpha \quad \text{and all } \quad 1 \leq i, j \leq n.$$ 

Let $L^2_n$ be the subspace of scalar matrices $A$:

$$a_{ij} = \begin{cases} 
\alpha & \text{if } i = j \\
0 & \text{if } i \neq j 
\end{cases} \quad \text{for some } \alpha.$$ 

Finally, Let $L_n = L^1_n + L^2_n$. One can observe that $\dim L_n = 2$ and that $L_n$ is the subspace of all matrices that remain fixed under the action of $S_n$.

Subspace $L_{n-1,1}$

Let $L^1_{n-1,1}$ be the subspace of matrices with identical rows and such that the sum of entries in each row is 0:

$$A = \begin{pmatrix} 
\alpha_1 & \alpha_2 & \cdots & \alpha_n \\
\alpha_1 & \alpha_2 & \cdots & \alpha_n \\
\cdots & \cdots & \cdots & \cdots \\
\alpha_1 & \alpha_2 & \cdots & \alpha_n 
\end{pmatrix}, \quad \text{where } \alpha_1 + \cdots + \alpha_n = 0.$$
Similarly, let $L^2_{n-1,1}$ be the subspace of matrices with identical columns and such that the sum of entries in each column is 0:

$$A = \begin{pmatrix} 
\alpha_1 & \alpha_1 & \ldots & \alpha_1 \\
\alpha_2 & \alpha_2 & \ldots & \alpha_2 \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_n & \alpha_n & \ldots & \alpha_n
\end{pmatrix}, \quad \text{where } \alpha_1 + \ldots + \alpha_n = 0.
$$

Finally, let $L^3_{n-1,1}$ be the subspace of diagonal matrices whose diagonal entries sum to zero:

$$A = \begin{pmatrix} 
\alpha_1 & 0 & \ldots & 0 & 0 \\
0 & \alpha_2 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & \alpha_n
\end{pmatrix}, \quad \text{where } \alpha_1 + \ldots + \alpha_n = 0.
$$

Let $L_{n-1,1} = L^1_{n-1,1} + L^2_{n-1,1} + L^3_{n-1,1}$. One can check that the dimension of each of $L^1_{n-1,1}$, $L^2_{n-1,1}$ and $L^3_{n-1,1}$ is $n - 1$ and that $\dim L_{n-1,1} = 3n - 3$. Moreover, the subspaces $L^1_{n-1,1}$, $L^2_{n-1,1}$ and $L^3_{n-1,1}$ do not contain non-trivial invariant subspaces. The action of $S_n$ in $L_{n-1,1}$, although non-trivial, is not very complicated.

**Subspace $L_{n-2,2}$**

Let us define $L_{n-2,2}$ as the subspace of all symmetric matrices $A$ with row and column sums equal to 0 and zero diagonal:

\[
\begin{align*}
  a_{ij} &= a_{ji} \quad \text{for all } 1 \leq i, j \leq n; \\
  \sum_{i=1}^{n} a_{ij} &= 0 \quad \text{for all } j = 1, \ldots, n; \\
  \sum_{j=1}^{n} a_{ij} &= 0 \quad \text{for all } i = 1, \ldots, n \quad \text{and} \\
  a_{ii} &= 0 \quad \text{for all } i = 1, \ldots, n.
\end{align*}
\]
One can check that $L_{n-2,2}$ is an invariant subspace, that $\dim L_{n-2,2} = (n^2 - 3n)/2$, and that $L_{n-2,2}$ contains no non-trivial invariant subspaces.

**Subspace $L_{n-2,1,1}$**

Let us define $L_{n-2,1,1}$ as the subset of all *skew symmetric* matrices $A$ with row and column sums equal to 0:

$$ a_{ij} = -a_{ji} \quad \text{for all} \quad 1 \leq i, j \leq n; $$

$$ \sum_{i=1}^{n} a_{ij} = 0 \quad \text{for all} \quad j = 1, \ldots, n \quad \text{and} $$

$$ \sum_{j=1}^{n} a_{ij} = 0 \quad \text{for all} \quad i = 1, \ldots, n. $$

One can check that $L_{n-2,1,1}$ is an invariant subspace and that $\dim L_{n-2,1,1} = (n^2 - 3n)/2 + 1$. Similarly, $L_{n-2,1,1}$ contains no non-trivial invariant subspaces.

By checking dimension and independence, we see that $\text{Mat}_n = L_n + L_{n-1,1} + L_{n-2,2} + L_{n-2,1,1}$. The decomposition of $\text{Mat}_n$ under conjugation into irreducible components is described in Section 2.9 of [JK81]. They use the fact that the conjugation action on matrices can be viewed as the tensor product of two copies of the natural permutation action on $\mathbb{R}^n$.

In the generalized problem (1.2), we look at the action of $S_n$ on the 4-dimensional array $C = (c_{ij}^{kl})$ given by $\sigma(c_{ij}^{kl}) := c_{kl}^{\sigma^{-1}(i)\sigma^{-1}(j)}$. This decomposes as a tensor product $\text{Mat}_n \otimes \text{Mat}_n$, where the action on the first component is the conjugation action on $\text{Mat}_n$ described above, and the action on the second component is trivial. Then the isotypical components of this action are simply given by $L_n \otimes \text{Mat}_n$, $L_{n-1,1} \otimes \text{Mat}_n$, $L_{n-2,2} \otimes \text{Mat}_n$ and $L_{n-2,1,1} \otimes \text{Mat}_n$.

We now introduce a key object in representation theory.

**Definition 3.2.3.** The *character* of a representation $\rho$ is the function $\chi : G \to \mathbb{C}$
given by \( \chi(\sigma) = \text{trace}(\rho(\sigma)) \).

The character is well-defined, since trace is invariant under change of basis.

Of particular interest are the characters of the irreducible representations associated to the isotypical subspaces described above. It turns out that we can give formulas for these irreducible characters in terms of the functions \( p(\sigma) \) (number of fixed points) and \( t(\sigma) \) (number of transpositions) on permutations (Definition 1.1.9). The characters are:

\[
\chi_n(\sigma) = 1 \quad \text{for all} \quad \sigma \in S_n;
\]

\[
\chi_{n-1,1}(\sigma) = p(\sigma) - 1 \quad \text{for all} \quad \sigma \in S_n;
\]

\[
\chi_{n-2,2}(\sigma) = t(\sigma) + \frac{1}{2}p^2(\sigma) - \frac{3}{2}p(\sigma) \quad \text{for all} \quad \sigma \in S_n;
\]

\[
\chi_{n-2,1,1}(\sigma) = \frac{1}{2}p^2(\sigma) - \frac{3}{2}p(\sigma) - t(\sigma) + 1 \quad \text{for all} \quad \sigma \in S_n.
\]

These character functions are computed explicitly in [Mur38] Chapter 5, Section 2. They can also be computed from the Murnaghan-Nakayama rule of representation theory (see for example Section 4.3 of [FH91]). This rule gives the character value at a permutation \( \sigma \) as the number of ways of filling a partition diagram with integers prescribed by the cycle structure of \( \sigma \). This is one of the advantages of indexing the irreducible representations by partitions of \( n \). In the case of the conjugation action, only the above four relatively simple characters occur.

It is often useful to view the characters as elements in the vector space of class functions, that is functions which are constant on equivalence classes of permutations.

There is an important inner product on this space:

\[
\langle \chi, \theta \rangle := \frac{1}{|G|} \sum_{\sigma \in G} \chi(\sigma)\theta(\sigma)
\]

If the characters are allowed to be complex valued, the \( \chi(\sigma) \) factors in the above sum would be conjugated, but that is not relevant here. It turns out the the irreducible
characters form an orthonormal basis for the space of class functions. We refer again to [FH91] for further details.

In particular, we will use that

$$\sum_{\sigma \in S_n} \chi_{n-1,1}(\sigma) = \sum_{\sigma \in S_n} \chi_{n-2,2}(\sigma) = \sum_{\sigma \in S_n} \chi_{n-2,1,1}(\sigma) = 0,$$

hence the average value of all but the trivial character $\chi_n$ is 0.

To state the main result of this section, we recall the definitions of the central projection (see Definition 3.1.3).

**Proposition 3.2.4.** For $n \times n$ matrices $A$ and $B$, where $n \geq 4$, let $f : S_n \rightarrow \mathbb{R}$ be the function defined by (1.1) and let $g : S_n \rightarrow \mathbb{R}$ be the central projection of $f$.

i. If $A \in L_n$ then $g$ is a scalar multiple of the constant function $\chi_n(\sigma)$.

ii. If $A \in L_{n-1,1}$ then $g$ is a scalar multiple of the function $\chi_{n-1,1}(\sigma)$.

iii. If $A \in L_{n-2,2}$ then $g$ is a scalar multiple of the function $\chi_{n-2,2}(\sigma)$.

iv. If $A \in L_{n-2,1,1}$ then $g$ is a scalar multiple of the function $\chi_{n-2,1,1}(\sigma)$.

Analogously, for the generalized function (1.2), if the tensor $C = (c_{ij}^{kl})$ lies in a given isotypical component of $\mathbb{R}^4$, then $g$ is a scalar multiple of the corresponding character.

Proposition 3.2.4 follows from the representation theory of the symmetric group (see, for example, Part 1 of [FH91]). The set of all functions $f : S_n \rightarrow \mathbb{R}$ is identified with the (real) group algebra of the symmetric group. The center of the group algebra is spanned by the characters of the irreducible representations of $S_n$. The basic fact that we are using here is that if $f$ is a matrix element in an irreducible representation of the group then the central projection (Definition 3.1.3) must be a scalar multiple of the character of that representation.
Remark 3.2.5. We note that the functions \( p, p^2 \) and \( t \) are objective functions of type (1.2) in some generalized QAP. Indeed, to obtain \( p \) we choose \( c_{ii}^{ii} = 1 \) for all \( i = 1, \ldots, n \) to be the only non-zero entries of \( C \). To obtain \( p^2 \), we choose \( c_{ij}^{ij} = 1 \) for \( 1 \leq i, j \leq n \) to be the only non-zero entries of \( C \). To obtain \( t \), we choose \( c_{ji}^{ij} = 1 \) for all \( 1 \leq i < j \leq n \) to be the only non-zero entries of \( C \). Consequently, the characters \( \chi_n, \chi_{n-1,1}, \chi_{n-2,2} \) and \( \chi_{n-2,1,1} \) are objective functions of type (1.2).

3.2.2 Computing the Central Projection

Given a function \( f \) of type (1.1) or (1.2), we can compute the central projection \( g \) around the identity \( \varepsilon \) explicitly. From the linearity and orthonormality of the characters and Proposition 3.2.4, \( g \) can be written:

\[
g = \gamma_n \chi_n + \gamma_{n-1,1} \chi_{n-1,1} + \gamma_{n-2,2} \chi_{n-2,2} + \gamma_{n-2,1,1} \chi_{n-2,1,1}
\]

for some real coefficients \( \gamma_n, \gamma_{n-1,1}, \gamma_{n-2,2} \) and \( \gamma_{n-2,1,1} \). In particular, we are interested in cases where the some of the coefficients are zero, since conditions of this type distinguish the special cases of Sections 2.1, 2.2 and 2.3.

We will work with the generalized function \( f \) of type (1.2), for some tensor \( C = (c_{kl}^{ij}) \). To compute a particular \( \gamma_p \) where \( p \) is a partition of \( n \) (in this case necessarily one of \( \{n\}, \{n-1,1\}, \{n-2,2\} \) or \( \{n-2,1,1\} \)), we project the tensor \( C \) into the isotypical component associated with \( p \), and then compute the central projection of the part of \( f \) attributable to this component. For our problem, we will denote by \( P_p(C) \) the projection of \( C \) into \( L_p \otimes \text{Mat}_n \), and define the function \( f_p \) on to \( P_p(C) \) by:

\[
f_p(\sigma) = \sum_{i,j=1}^{n} (P_p(C))_{\sigma(i)\sigma(j)}^{ij}
\]
We denote by \( g_p \) the central projection of \( f_p \):

\[
g_p(\sigma) = \frac{1}{n!} \sum_{\omega \in S_n} f_p(\omega^{-1}\sigma\omega).
\]

By Proposition 3.2.4 and linearity, \( g_p \) is the component of \( g \) parallel to the (orthonormal) basis element \( \chi_p \), and so \( g_p = \gamma_p \chi_p \). Then we compute:

\[
\gamma_p = \frac{g_p(\varepsilon)}{\chi_p(\varepsilon)}
\]  

(3.2)

where \( \varepsilon \) is the identity permutation.

Consider the case of the coefficient \( \gamma_n \) of the trivial character \( \chi_n \). The projection \( P_n(C) \) of \( C \) onto the isotypical component \( L_n \otimes \text{Mat}_n \) is given by:

\[
P_n(C)_{kl}^{ij} = \begin{cases} 
\frac{1}{n} \sum_{1 \leq i', j' \leq n} c_{kk}^{i'j'} & \text{if } i = j \\
\frac{1}{n(n-1)} \sum_{1 \leq i \neq j \leq n} c_{kl}^{i'j'} & \text{if } i \neq j
\end{cases}
\]

Noting that \( \chi_n(\varepsilon) = 1 \), the coefficient \( \gamma_n \) is given by:

\[
\gamma_n = \frac{g_n(\varepsilon)}{\chi_n(\varepsilon)} = \frac{1}{n(n-1)} \sum_{1 \leq i \neq j \leq n} \sum_{1 \leq k \neq i \leq n} c_{kl}^{ij} + \frac{1}{n} \sum_{1 \leq k \leq n} c_{kk}^{ii}
\]

This is exactly the average value \( \bar{f} \) of \( f \) calculated in Lemma 3.1.1. So the coefficient of \( \chi_n \) in \( g \) is zero exactly when the average value of \( f \) is zero. If we use the modified function \( f_0 \) in place of \( f \), then the coefficient of \( \chi_n \) in \( g \) will always be zero.

We can obtain formulas for the projections into the remaining isotypical components; we find these for \( P_{n-1,1}(C) \) and \( P_{n-2,1,1}(C) \) in Sections 3.2.3 and 3.2.4.

Once we have the projections \( P_p(C) \), it is easy to test whether the coefficient \( \gamma_p \) is zero in the central projection of \( f \). However, the theorems of Chapter II concern the distribution of values around the maximum, which may not be located at the identity, but instead at a permutation \( \tau \) that we do not know in advance. Given \( \tau \),
we could replace $f$ by the shifted function $f^\tau$ from Remark 3.1.2, whose maximum lies at the identity. This shift is accomplished by using $\tau(C)$ in place of $C$. We then compute the projection $P_p(\tau(C))$ and test if the coefficient $\gamma_p^\tau$ of $\chi_p$ in the central projection of $f_p^\tau$ is zero.

Since there may be no efficient way of finding $\tau$, we will have to settle for finding conditions such that $\gamma_p^\tau = 0$ for all $\tau \in S_n$. We use this to derive the relaxed conditions for Theorems 2.1.1, 2.2.1 and 2.3.1.

We begin by noting that the function $f_p^\tau$ from $P_p(\tau(C))$ is given by:

$$f_p^\tau(\sigma) := \sum_{i,j=1}^n (P_p(\tau(C)))_{\sigma(i)\sigma(j)}^{ij} = \sum_{i,j=1}^n (P_p(C))_{\tau(i)\tau(j)}^{ij} = f_p(\sigma \tau)$$

From (3.2), we see that the coefficient $\gamma_p^\tau$ is zero when the central projection $g_p^\tau$ of $f_p^\tau$ is zero at the identity $\varepsilon$. Observe that:

$$g_p^\tau(\varepsilon) = f_p^\tau(\varepsilon) = f_p(\tau)$$

So we will look for conditions so that $f_p(\tau) = 0$ for all $\tau \in S_n$.

In the case of the trivial character, $\chi_n$, this is an easy exercise. The function $f_n$ given by the tensor $P_n(C)$ is constant on all permutations with value $\overline{f}$. So the condition we arrive at is $\overline{f} = 0$. For the remaining characters, things are not quite as simple. In the next two sections, we find conditions so that the functions $f_{n-1,1}$ and $f_{n-2,1,1}$ are zero. These two conditions determine the special cases of Sections 2.2 and 2.3.

### 3.2.3 Conditions Determining the Pure Special Case

Consider now the character $\chi_{n-1,1}$. We begin by calculating $P_{n-1,1}(C)$, the projection of $C$ into $L_{n-1,1} \otimes \text{Mat}_n$.

To do this, we break $L_{n-1,1}$ into its constituent subspaces, $L_{n-1,1}^1$, $L_{n-1,1}^2$ and $L_{n-1,1}^3$. Any $W = (w_{ij}) \in L_{n-1,1}$ is the sum of a matrix $X$ with identical rows whose
entries sum to zero, a matrix $Y$ with identical columns whose entries sum to zero, and a diagonal matrix $Z$ with the diagonal summing to zero. If the diagonals of $X$, $Y$ and $Z$ are given by vectors $x = (x_i)$, $y = (y_i)$ and $z = (z_i)$ respectively, then we can write:

$$W = \begin{pmatrix}
    x_1 + y_1 + z_1 & x_2 + y_1 & \ldots & x_n + y_1 \\
    x_1 + y_2 & x_2 + y_2 + z_2 & \ldots & x_n + y_2 \\
    \vdots & \vdots & \ddots & \vdots \\
    x_1 + y_n & x_2 + y_n & \ldots & x_n + y_n + z_n
\end{pmatrix},$$

That is: $w_{ij} = \begin{cases} x_i + y_i + z_i & \text{if } i = j \\ x_j + y_i & \text{if } i \neq j \end{cases}$

To decompose $W$ into $X$, $Y$ and $Z$, we solve for $x_i$, $y_i$ and $z_i$ in terms of the $w_{ij}$. Using the facts that $\sum_{i=1}^n x_i = 0 = \sum_{i=1}^n y_i$, we find that:

$$w_{ii} = x_i + y_i + z_i \quad \sum_{j=1}^n w_{ij} = nx_i + z_i \quad \text{and} \quad \sum_{j=1}^n w_{ji} = ny_i + z_i$$

Then we get:

$$x_i = \frac{1}{n(n-2)} \left( (n-1) \sum_{j=1}^n w_{ij} + \sum_{j=1}^n w_{ji} - nw_{ii} \right)$$

$$y_i = \frac{1}{n(n-2)} \left( (n-1) \sum_{j=1}^n w_{ji} + \sum_{j=1}^n w_{ij} - nw_{ii} \right)$$

$$z_i = \frac{1}{(n-2)} \left( nw_{ii} - \sum_{j=1}^n w_{ij} - \sum_{j=1}^n w_{ji} \right)$$

We use these formulas to express the projection $P_{n-1,1}(A)$ of a matrix $A$ into $L_{n-1,1}$ as the sum of row, column and diagonal matrices whose entries sum to zero. Define
the following operators on $\text{Mat}_n$:

\[
Q^1(A)_{ij} := \frac{1}{n(n-2)} \left( (n-1) \sum_{j'=1}^{n} a_{ij'} + \sum_{j'=1}^{n} a_{j'i} - \sum_{i'=1}^{n} a_{i'j} - na_{ii} + \sum_{i'=1}^{n} a_{i'i} \right)
\]

\[
Q^2(A)_{ij} := \frac{1}{n(n-2)} \left( (n-1) \sum_{i'=1}^{n} a_{ij'} + \sum_{i'=1}^{n} a_{ij} - \sum_{i'=1}^{n} a_{i'j} - na_{jj} + \sum_{i'=1}^{n} a_{i'j} \right)
\]

\[
Q^3(A)_{ij} \begin{cases} \\
\frac{1}{n-2} \left( na_{ii} - \sum_{i'=1}^{n} a_{i'i} - \sum_{i'=1}^{n} a_{ij'} - \sum_{i'=1}^{n} a_{j'i} - \sum_{i'=1}^{n} a_{i'j} + \frac{2}{n} \sum_{i'=1}^{n} a_{i'i} \right) & \text{if } i = j \\
0 & \text{if } i \neq j
\end{cases}
\]

Then $P_{n-1,1} = Q^1 + Q^2 + Q^3$ since this operator is linear, idempotent and has range $L_{n-1,1}$. Similarly, we can describe the projection from $\text{Mat}_n \otimes \text{Mat}_n$ to $L_{n-1,1} \otimes \text{Mat}_n$ as the sum of three operators $Q^1(C)$, $Q^2(C)$ and $Q^3(C)$. We use the shorthand $C^A_{kl} = \sum_{i'j'=1}^{n} c_{kl}^{i'j'}$ for the sum of all entries of $(c_{kl}^{ij})$ given fixed $k, l$ and $C^D_{kl} = \sum_{i'}^{n} c_{kl}^{i'i'}$ for the sum of the diagonal entries of $(c_{kl}^{ij})$ given fixed $k, l$:

\[
Q^1(C)_{kl}^{ij} := \frac{1}{n(n-2)} \left( (n-1) \sum_{j'=1}^{n} c_{kl}^{ij'} + \sum_{j'=1}^{n} c_{kl}^{j'i} - nc_{kl}^{ii} - C^A_{kl} + C^D_{kl} \right)
\]

\[
Q^2(C)_{kl}^{ij} := \frac{1}{n(n-2)} \left( (n-1) \sum_{i'=1}^{n} c_{kl}^{i'j} + \sum_{i'=1}^{n} c_{kl}^{j'i} - nc_{kl}^{jj} - C^A_{kl} + C^D_{kl} \right)
\]

\[
Q^3(C)_{kl}^{ij} \begin{cases} \\
\frac{1}{n-2} \left( nc_{kl}^{ii} - \sum_{j'=1}^{n} c_{kl}^{ij'} - \sum_{j'=1}^{n} c_{kl}^{j'i} - C^D_{kl} + \frac{2}{n} C^A_{kl} \right) & \text{if } i = j \\
0 & \text{if } i \neq j
\end{cases}
\]

Since $f_{n-1,1}$ is linear, we can break it up as a sum of functions on the three pieces of $P_{n-1,1}(C)$:

\[
f_{n-1,1} = f_{n-1,1}^1 + f_{n-1,1}^2 + f_{n-1,1}^3
\]
where we have:

\[
f_{n-1,1}^1(\sigma) := \\
\sum_{i,j=1}^{n} \frac{1}{n(n-2)} \left( (n-1) \sum_{j'=1}^{n} c_{i,j'}^{ij} + \sum_{j'=1}^{n} c_{j',i}^{ij} - n c_{\sigma(i)\sigma(j)}^{ij} - C_{\sigma(i)\sigma(j)}^A + C_{\sigma(i)\sigma(j)}^D \right)
\]

\[
= \sum_{i=1}^{n} \frac{1}{n(n-2)} \left( (n-1) \sum_{j=1}^{n} c_{i,j}^{ij} + \sum_{j=1}^{n} c_{j,i}^{ij} - n \sum_{j=1}^{n} c_{i,j}^{ij} - n \sum_{j=1}^{n} C_{ij} + n \sum_{i=1}^{n} C_{ij} \right)
\]

\[
f_{n-1,1}^2(\sigma) := \\
\sum_{i,j=1}^{n} \frac{1}{n(n-2)} \left( (n-1) \sum_{i'=1}^{n} c_{i,j'}^{ij} + \sum_{i'=1}^{n} c_{i',j}^{ij} - n c_{\sigma(i)\sigma(j)}^{ij} - C_{\sigma(i)\sigma(j)}^A + C_{\sigma(i)\sigma(j)}^D \right)
\]

\[
= \sum_{j=1}^{n} \frac{1}{n(n-2)} \left( (n-1) \sum_{i=1}^{n} c_{i,j}^{ij} + \sum_{i=1}^{n} c_{ij}^{ij} - n \sum_{i=1}^{n} c_{ij}^{ij} - n \sum_{i=1}^{n} C_{ij} + n \sum_{i=1}^{n} C_{ij} \right)
\]

\[
f_{n-1,1}^3(\sigma) := \\
\sum_{i=1}^{n} \frac{1}{n(n-2)} \left( n c_{\sigma(i)\sigma(i)}^{ij} - \sum_{j'=1}^{n} c_{\sigma(i)\sigma(i)}^{ij} - \sum_{j'=1}^{n} c_{\sigma(i)\sigma(i)}^{ij} - C_{\sigma(i)\sigma(i)}^A + C_{\sigma(i)\sigma(i)}^D + \frac{2}{n} \sum_{i=1}^{n} C_{\sigma(i)\sigma(i)} \right)
\]

Note that in the expressions for \(f_{n-1,1}^1\) and \(f_{n-1,1}^2\) we are able to re-index \(j\) and \(i\) respectively since the sum is over the entire set \(\{1, ..., n\}\). Similarly, we note that

\[
\sum_{i,j=1}^{n} C_{\sigma(i)\sigma(j)}^A \quad \text{and} \quad \sum_{i,j=1}^{n} C_{\sigma(i)\sigma(j)}^D
\]

do not depend on \(\sigma\).

Now consider the matrix \(D = (d_{ik})\) given by:

\[
d_{ik} := \frac{1}{n(n-2)} \left( (n-1) \sum_{j,l=1}^{n} c_{k,l}^{ij} + \sum_{j,l=1}^{n} c_{k,l}^{ij} - n \sum_{i=1}^{n} c_{i,k}^{ij} + (n-1) \sum_{j,l=1}^{n} c_{i,k}^{ij} \\
+ \sum_{j,l=1}^{n} c_{l,k}^{ij} - n \sum_{i=1}^{n} c_{i,k}^{ij} + n^2 c_{k,k}^{ij} - n \sum_{j=1}^{n} c_{k,k}^{ij} - n \sum_{j=1}^{n} c_{k,k}^{ij} \right)
\]

\[
= \frac{1}{n(n-2)} \left( n^2 - 2n \right) c_{k,k}^{ij} + \sum_{j \neq i} \sum_{i \neq k} \left( (n-1) \left( c_{k,l}^{ij} + c_{l,k}^{ij} \right) \right)
\]

Then \(D\) defines a linear assignment problem (see Definition 1.1.4) given by the func-
We check that if we set:

\[ d = \frac{1}{n} \sum_{i,j=1}^{n} \left( \sum_{i=1}^{n} (2C_{ij}^D - 2C_{ij}^A) + \sum_{i=1}^{n} (2C_{ij}^A - nC_{ij}^D) \right) \]

\[ = \frac{1}{n(n-2)} \sum_{j \neq k} \sum_{i \neq k} c_{ij}^k - \frac{1}{n} \sum_{i=1}^{n} C_{kk}^A \]

then we have:

\[ h(\sigma) = f_{n-1,1}^1(\sigma) + f_{n-1,1}^2(\sigma) + f_{n-1,1}^3(\sigma) + d = f_{n-1,1}(\sigma) + d \quad \text{for all } \sigma \in S_n \]

So the problem of checking whether \( f_{n-1,1}(\sigma) = 0 \) everywhere reduces to the problem of checking whether (3.3) is constant. We remark that this is a problem of computing the central projection of a LAP (see the discussion in Section 4.1.1).

We can state fairly simple necessary and sufficient conditions for \( h(\sigma) \) to be constant for all \( \sigma \in S_n \) in terms of the matrix \( D \). They are exactly that \( D \) can be written a sum of a row matrix and a column matrix, and has entries that sum to zero. That is for some pair of vectors \( a, b \in \mathbb{R}^n \) such that \( \sum_{i=1}^{n} (a_i + b_i) = 0 \), we have:

\[
D = \begin{pmatrix}
a_1 + b_1 & a_1 + b_2 & \cdots & a_1 + b_n \\
a_2 + b_1 & a_2 + b_2 & \cdots & a_2 + b_n \\
\vdots & \vdots & \ddots & \vdots \\
a_n + b_1 & a_n + b_2 & \cdots & a_n + b_n
\end{pmatrix}, \quad d_{ij} = (a_i + b_j)
\]

If \( D \) has this form, then it is clear that the objective value will be the constant \( \sum_{i=1}^{n} (a_i + b_i) \) for all \( \sigma \in S_n \). Any two vectors \( a \) and \( b \) define such a \( D \) (and, without loss of generality, we can choose \( a_1 = 0 \)).
Consider for \( i, k \geq 2 \) two permutations, with \( \sigma_1 \) satisfying \( \sigma_1(1) = 1 \) and \( \sigma_1(i) = k \), \( \sigma_2 \) satisfying \( \sigma_2(1) = k \) and \( \sigma_2(i) = 1 \), and \( \sigma_1(j) = \sigma_2(j) \) for all \( j \neq 1, i \). Then:

\[
h(\sigma_1) - d_{11} - d_{ik} = h(\sigma_2) - d_{1k} - d_{i1}
\]

For \( h \) to be constant on all permutations, we have \( h(\sigma_1) = h(\sigma_2) \), hence:

\[
d_{11} + d_{ik} = d_{1k} + d_{i1} \quad \text{for all } i, k \geq 2 \tag{3.4}
\]

These \( (n - 1)^2 \) conditions determine \( D \) given its initial row and column (ie. vectors \( a \) and \( b \) above), so any \( D \) yielding a constant \( h \) must have the above form.

To summarize, the conditions (3.4) where \( D \) is obtained from the tensor \( C \) via (3.3) guarantee that the coefficient of \( \chi_{n-1,1} \) in the central projection of \( f^T \) is 0. This is the natural condition for a QAP (1.2) to be of the “pure” type of Section 2.2.

Expanding and simplifying (3.4) in terms of \( C \) gives the conditions (2.2). If we assume that \( C \) is symmetric, then (2.2) simplifies further to (2.1).

### 3.2.4 Conditions Determining the Symmetric Special Case

We can perform a similar analysis for the character \( \chi_{n-2,1,1} \). We calculate the projection \( P_{n-2,1,1}(C) \) of \( C \) into \( L^2_{n-2,1,1} \otimes \text{Mat}_n \):

\[
P_{n-2,1,1}(C)_{ij} = \frac{1}{2} \left( c_{kl}^{ij} - c_{kl}^{ji} - \frac{1}{n} \sum_{i' = 1}^{n} c_{kl}^{i'i'} + \frac{1}{n} \sum_{j' = 1}^{n} c_{kl}^{j'j'} - \frac{1}{n} \sum_{j' = 1}^{n} c_{kl}^{j'i'} + \frac{1}{n} \sum_{i' = 1}^{n} c_{kl}^{j'i} \right)
\]

Some simple sufficient conditions arise from forcing the projection \( P_{n-2,1,1}(C) \) of \( C \) into \( L^2_{n-2,1,1} \otimes \text{Mat}_n \) to be zero, that is setting:

\[
\frac{1}{2} \left( c_{kl}^{ij} - c_{kl}^{ji} - \frac{1}{n} \sum_{i' = 1}^{n} c_{kl}^{i'i'} + \frac{1}{n} \sum_{j' = 1}^{n} c_{kl}^{j'j'} - \frac{1}{n} \sum_{j' = 1}^{n} c_{kl}^{j'i'} + \frac{1}{n} \sum_{i' = 1}^{n} c_{kl}^{j'i} \right) = 0 \quad \text{for all } k, l
\]

The resulting condition is that for all \( k, l \) the matrix \( A = (a_{ij}) \) given by \( a_{ij} = c_{kl}^{ij} \) is the sum of a symmetric matrix, a matrix with constant columns, and a matrix with constant rows.
We can use the approach of Section 3.2.3 to get weaker sufficient conditions.

Define the tensor $D = (d^{ij}_{kl})$ by:

$$d^{ij}_{kl} = c^{ij}_{kl} - c^{ji}_{kl} - \frac{1}{n} \sum_{i'}^{n} c^{i'i}_{kl} + \frac{1}{n} \sum_{i'}^{n} c^{i'i}_{kl} - \frac{1}{n} \sum_{j'}^{n} c^{j'j}_{kl} + \frac{1}{n} \sum_{j'}^{n} c^{j'j}_{kl}$$

Note that $d^{ij}_{kl} = -d^{ji}_{kl}$ for all $i, j, k, l$, and in particular that $d^{ii}_{kl} = 0$. Note also that

$$\sum_{j=1}^{n} d^{ij}_{kl} = 0 \quad \text{for all } i, k, l.$$  

We want conditions so that:

$$h(\sigma) = \sum_{i,j=1}^{n} d^{ij}_{\sigma(i)\sigma(j)} = 0 \quad \text{for all } \sigma \in S_n$$

Since $d^{ij}_{kl} = 0$ for all $i, k, l$, the terms in the above sum are non-zero only if $i \neq j$.

Using the approach of Section 3.2.3, we can reduce the above expression to checking the following linear conditions on $D$:

$$d^{i2}_{12} + d^{ij}_{kl} = d^{i2}_{12} + d^{ij}_{12} \quad \text{for all } i \neq j, k \neq l \quad (3.5)$$

By subtracting the equation with term $d^{ij}_{kl}$ from the equation with term $d^{ij}_{kl}$ and using the fact that $d^{ij}_{kl} = -d^{ij}_{kl}$, we find:

$$(d^{i2}_{12} + d^{ij}_{kl}) - (d^{i2}_{12} + d^{ij}_{kl}) = (d^{i2}_{12} + d^{ij}_{12}) - (d^{i2}_{12} + d^{ij}_{12})$$

$$\iff \quad d^{ij}_{kl} - d^{ij}_{kl} = d^{ij}_{12} - d^{ij}_{12} \quad \iff \quad d^{ij}_{kl} = d^{ij}_{12}$$

It is clear that if $d^{ij}_{kl} = d^{ij}_{12}$ for all $i \neq j, k \neq l$ then (3.5) is satisfied. Since $d^{ij}_{kl} = -d^{ij}_{kl}$ for all $i, j, k, l$ and $\sum_{j=1}^{n} d^{ij}_{kl} = 0$ for all $i, k, l$, it suffices to check this for $1 \leq i < j < n$.

This gives the $n(n - 1) \left( \frac{n - 1}{2} \right) = \frac{1}{2} (n^4 - 4n^3 + 5n - 2n)$ linear equations (2.3) determining the symmetric case of Section 2.3.

### 3.3 The Central Cone

We have established that the central projection of a quadratic objective function $f$ lies in a 4-dimensional vector space. If we take the projection of the normalized function $f_0$ (computed via Lemma 3.1.1), the coefficient of trivial character
\( \chi_n \) will become 0, and the projection \( g \) of \( f_0 \) lies in the the 3-dimensional vector space spanned by \( \chi_{n-1,1}, \chi_{n-2,2} \) and \( \chi_{n-2,1,1} \). Let us chose a convenient basis in \( \text{span}\{\chi_{n-1,1}, \chi_{n-2,2}, \chi_{n-2,1,1}\} \):

\[
\begin{align*}
g_1 &= \chi_{n-1,1} = p - 1, \\
g_2 &= \chi_{n-2,2} + \chi_{n-2,1,1} + 3\chi_{n-1,1} = p^2 - 2 \quad \text{and} \\
g_3 &= \chi_{n-2,1,1} - \chi_{n-2,2} = 1 - 2t.
\end{align*}
\]

For the purposes of understanding the distribution, we can also assume that maximum of \( f \) lies at the identity permutation \( \varepsilon \) (Remark 3.1.2). By Lemma 3.1.4, the maximum of \( g \) also lies at \( \varepsilon \).

For this reason, we restrict our attention to the part of the 3-dimensional space of normalized central projections \( g \) that are maximized at \( \varepsilon \). The condition that \( g \) is maximized at \( \varepsilon \) can be expressed as \( n! - 1 \) linear homogeneous equations:

\[
g(\varepsilon) \geq g(\sigma) \text{ for all } \varepsilon \neq \sigma \in S_n
\]

These define a convex polyhedral cone \( K \) in \( \mathbb{R}^3 \), which we call the \textit{central cone}.

It turns out that \( K \) has a reasonably simple structure, being spanned by only 4 (if \( n \) is even) or 5 (if \( n \) is odd) extreme rays. The condition \( g(\varepsilon) = 1 \) defines a plane \( H \) in \( \mathbb{R}^3 \) and the intersection \( B = H \cap K \) is a base of \( K \), that is, a polygon such that every \( g \in K \) can be uniquely represented in the form \( g = \lambda h \) for some \( h \in B \).

\textbf{Lemma 3.3.1 (Description of Central Cone).} \textit{Let us define functions}

\[
\begin{align*}
r_1 &= \frac{-np + n + p^2 - 2}{n - 2}, \\
r_2 &= 1 - 2t, \\
r_3 &= \frac{2np - 3p - 2n - 3p^2 - 2t + 6}{n^2 - 5n + 6}, \\
r_4 &= \frac{p + 2t - 2}{n - 2} \quad \text{and} \\
r_{50} &= \frac{-2np + 3p^2 - 3p + 2tn + n - 3}{n^2 - 2n - 3}.
\end{align*}
\]
Then

i. If $\varepsilon \in S_n$ is the identity, then

$$r_1(\varepsilon) = r_2(\varepsilon) = r_3(\varepsilon) = r_4(\varepsilon) = r_{50}(\varepsilon) = 1;$$

ii. If $n$ is even then $r_1, r_2, r_3$ and $r_4$ are the vertices (in consecutive order) of the planar quadrilateral $B = \text{conv}\{r_1, r_2, r_3, r_4\}$ that is a base of the central cone $K$;

iii. If $n$ is odd then $r_1, r_2, r_3, r_4$ and $r_{50}$ are the vertices (in consecutive order) of the planar pentagon $B = \text{conv}\{r_1, r_2, r_3, r_4, r_{50}\}$ that is a base of the central cone $K$.

The base of the central cone is illustrated in Figure 3.1.

![Figure 3.1: The Base of the Central Cone](image)

**Proof.** A function $g \in \text{span}\{g_1, g_2, g_3\}$ can be written as a linear combination $g = \alpha_1 g_1 + \alpha_2 g_2 + \alpha_3 g_3$. Then $g(\varepsilon) = \alpha_1(n - 1) + \alpha_2(n^2 - 2) - \alpha_3$ and the conditions $g(\varepsilon) \geq g(\sigma)$ are written as

$$\alpha_1(n - 1) + \alpha_2(n^2 - 2) + \alpha_3 \geq \alpha_1(p(\sigma) - 1) + \alpha_2(p^2(\sigma) - 2) + \alpha_3(1 - 2t(\sigma)), \quad \alpha_1, \alpha_2, \alpha_3 \geq 0.$$
which for $\sigma \neq \varepsilon$ are equivalent to

$$\alpha_1 + \alpha_2 (n + p(\sigma)) + \alpha_3 \frac{2t(\sigma)}{n - p(\sigma)} \geq 0.$$ 

We now need to find out which of the possible choices of $p(\sigma), t(\sigma)$ yield equations of facets (faces of dimension 2), and which are redundant and can be eliminated. Equivalently, we can adopt the dual perspective, and find the extreme rays of the dual cone. This is a technical computation, which we have left for the end of the section (Lemma 3.3.3).

Using this result, in the case of even $n$, the system reduces to

$$\begin{align*}
\alpha_1 + n\alpha_2 &\geq 0 \\
\alpha_1 + (2n - 3)\alpha_2 &\geq 0 \\
\alpha_1 + (2n - 2)\alpha_2 + \alpha_3 &\geq 0 \\
\alpha_1 + n\alpha_2 + \alpha_3 &\geq 0
\end{align*}$$

(3.6)

whereas for odd $n$, the system is equivalent to

$$\begin{align*}
\alpha_1 + n\alpha_2 &\geq 0 \\
\alpha_1 + (2n - 3)\alpha_2 &\geq 0 \\
\alpha_1 + (2n - 2)\alpha_2 + \alpha_3 &\geq 0 \\
\alpha_1 + (n + 1)\alpha_2 + \alpha_3 &\geq 0 \\
n\alpha_1 + n^2\alpha_2 + (n - 3)\alpha_3 &\geq 0.
\end{align*}$$

(3.7)

The set of all feasible 3-tuples $(\alpha_1, \alpha_2, \alpha_3)$ is a polyhedral cone, which, for even $n$, has at most 4 extreme rays and for odd $n$ has at most 5 extreme rays. We call an inequality of (3.6)-(3.7) active on a particular tuple if it holds with equality.

It is readily verified that for even $n$ the following tuples span the extreme rays of
the set of solutions to (3.6):

\((-n, \ 1, \ 0)\) \quad \text{4th and 1st inequalities are active}

\((0, \ 0, \ 1)\) \quad \text{1st and 2nd inequalities are active}

\((2n - 3, \ -1, \ 1)\) \quad \text{2nd and 3d inequalities are active}

\((1, \ 0, \ -1)\) \quad \text{3d and 4th inequalities are active}

and that for odd \(n\) the following tuples span the extreme rays of the set of solutions to (3.7):

\((-n, \ 1, \ 0)\) \quad \text{5th and 1st inequalities are active}

\((0, \ 0, \ 1)\) \quad \text{1st and 2nd inequalities are active}

\((2n - 3, \ -1, \ 1)\) \quad \text{2nd and 3d inequalities are active}

\((1, \ 0, \ -1)\) \quad \text{3d and 4th inequalities are active}

\((-2n - 3, \ 3, \ -n)\) \quad \text{4th and 5th inequalities are active}

We obtain \(r_1, r_2, r_3, r_4\) and \(r_{50}\) by scaling the corresponding linear combinations \(\alpha_1 g_1 + \alpha_2 g_2 + \alpha_3 g_3\) so that the value at the identity is equal to 1 and hence \(r_1, r_2, r_3, r_4\) and \(r_{50}\) lie on the same plane in \(\text{span}\{g_1, g_2, g_3\}\).

\[\Box\]

Remark 3.3.2 (Generators of the Central Cone). We observe that \(r_1\) and \(r_{50}\) have spike distributions (in particular, \(r_1\) has the “sharp spike” distribution of Section 2.4.1) corresponding to the cases of \(\gamma_1 = 1\) and \(\gamma_5 = 1\) respectively in Theorem 2.4.1, that \(r_2\) has the damped oscillator distribution corresponding to the case of \(\gamma_2 = 1\) and that \(r_3\) and \(r_4\) have bullseye distributions corresponding to the cases of \(\gamma_3 = 1\) and \(\gamma_4 = 1\) respectively. If \(n\) is even then \(r_{50} \notin K\), for if \(\sigma\) is a product of \(n/2\) commuting 2-cycles, so that \(p(\sigma) = 0\) and \(t(\sigma) = n/2\), then \(r_{50}(\sigma) = (n^2 + n - 3)/(n^2 - 2n - 3) > 1 = r_{50}(\varepsilon)\).
3.3.1 Asymptotic Geometry of the Central Cone

We make some brief observations on the structure of the central cone. The geometry of the cone depends on the basis chosen for \( \mathbb{R}^3 \). A natural choice for a basis is the three characters \( \chi_{n-1,1}, \chi_{n-2,2} \) and \( \chi_{n-2,1,1} \). The coordinates we found in the proof of Lemma 3.3.1 are with respect to the basis \( g_1, g_2, g_3 \). Changing basis to \( \chi_{n-1,1}, \chi_{n-2,2}, \chi_{n-2,1,1} \) we get the following generators:

\[
\begin{align*}
 r_1 & : \frac{1}{n-2}(-n+3, \; 1, \; 1) \\
r_2 & : (0, \; -1, \; 1) \\
r_3 & : \frac{1}{n^2-5n+6}(2n-6, \; -2, \; 0) \\
r_4 & : \frac{1}{n-2}(1, \; 1, \; -1) \\
r_{50} & : \frac{1}{n^2-2n-3}(-2n-6, \; n+3, \; -n+3)
\end{align*}
\]

From this data we can compute the angles between the generators with respect to the basis \( \chi_{n-1,1}, \chi_{n-2,2}, \chi_{n-2,1,1} \). Two facts are worth noting. First, the angle between the (opposite) extreme rays \( r_1 \) and \( r_3 \) is asymptotically \( \pi \), so the cone becomes very wide. Second, the function \( r_{50} \) approaches the plane defined by \( r_1 \) and \( r_4 \) as \( n \to \infty \). In fact the distance between the point of \( r_{50} \) on the unit sphere and this plane is \( O(n^{-2}) \). So \( r_{50} \) is “almost” a linear combination of \( r_1 \) and \( r_4 \) for large \( n \).

We conclude this section with the proof of technical lemma used in Lemma 3.3.1.

**Lemma 3.3.3.** For a permutation \( \sigma \in S_n, \sigma \neq \varepsilon \), let \( a_\sigma \in \mathbb{R}^2 \) be the point

\[
a_\sigma = \left(p(\sigma), \; \frac{2t(\sigma)}{n-p(\sigma)}\right).
\]

Let \( P = \text{conv}\{a_\sigma : \sigma \neq \varepsilon\} \) be the convex hull of all such points \( a_\sigma \).

If \( n \) is even, the extreme points of \( P \) are

\[
(0, 0), \; (n-3, 0), \; (n-2, 1) \; \text{and} \; (0, 1).
\]
If $n$ is odd, the extreme points of $P$ are

$$(0, 0), \quad (n - 3, 0), \quad (n - 2, 1), \quad (0, (n - 3)/n) \quad \text{and} \quad (1, 1).$$

**Proof.** The set of all possible values $(p(\sigma), t(\sigma))$, where $\sigma \neq \varepsilon$, consists of all pairs of non-negative integers $(p, t)$ such that $p \leq n - 2$, $2t \leq n$ and, additionally, $p + 2t \leq n - 3$ or $p + 2t = n$. To find the extreme points of the set of feasible points $(p, 2t/(n - p))$, we choose a generic vector $(\gamma_1, \gamma_2)$ and investigate for which values of $p$ and $t$ the maximum of

$$\gamma_1p + \gamma_2\frac{2t}{n - p}$$

is attained.

Clearly, we can assume that $\gamma_2 \neq 0$. If $\gamma_2 < 0$ then we should choose the smallest possible $t$ which would be $t = 0$ unless $p = n - 2$ when we have to choose $t = 1$. Depending on the sign of $\gamma_1$, this produces the following pairs

$$(p, t) = \{(0, 0), \quad (n - 3, 0), \quad (n - 2, 1)\}.$$

If $\gamma_2 > 0$ then the largest possible value of $2t/(n - p)$ is 1. If $\gamma_1 > 0$ this produces the (already included) point

$$(p, t) = (n - 2, 1).$$

If $\gamma_1 < 0$ we get

$$(p, t) = (0, n/2) \quad \text{for even} \quad n$$

and

$$(p, t) = \{(0, (n - 3)/2), (1, (n - 1)/2)\} \quad \text{for odd} \quad n.$$  

Summarizing, the extreme points of $P$ are

$$(0, 0), \quad (n - 3, 0), \quad (n - 2, 1), \quad (0, 1) \quad \text{for even} \quad n.$$
and

\[(0, 0), \ (n - 3, 0), \ (n - 2, 1), \ (0, (n - 3)/n), \ (1, 1) \ \text{for odd} \ n\]
as claimed. \qed

3.4 Some Estimates

In this section we make some estimates of the number of permutations satisfying certain conditions. We need these estimates to prove the distributional results in the following sections.

We begin with a Markov type estimate, which asserts, roughly, that a function with a sufficiently large average takes sufficiently large values sufficiently often.

Lemma 3.4.1. Let \(X\) be a finite set and let \(f : X \rightarrow \mathbb{R}\) be a function. Suppose that \(f(x) \leq 1\) for all \(x \in X\) and that

\[\frac{1}{|X|} \sum_{x \in X} f(x) \geq \beta \ \text{for some} \ \beta > 0.\]

Then for any \(0 < \gamma < 1\) we have

\[\left| \{x \in X : f(x) \geq \beta \gamma \} \right| \geq \beta (1 - \gamma) |X|.\]

Proof. We have

\[
\beta \leq \frac{1}{|X|} \sum_{x \in X} f(x) = \frac{1}{|X|} \sum_{x : f(x) < \beta \gamma} f(x) + \frac{1}{|X|} \sum_{x : f(x) \geq \beta \gamma} f(x)
\]

\[\leq \beta \gamma + \frac{\left| \{x : f(x) \geq \beta \gamma \} \right|}{|X|}.
\]

Hence

\[\left| \{x : f(x) \geq \beta \gamma \} \right| \geq \beta (1 - \gamma) |X|.\]
We next estimate the fraction of permutations that have no fixed points and no 2-cycles.

**Lemma 3.4.2 (Permutations with no Fixed Points and 2-cycles).** The fraction of permutations \( \sigma \in S_n \) without fixed points is \( e^{-1}(1 + o(1)) \). More precisely, it is equal to \( d_n \), see Definition 1.1.8. Similarly, the fraction of permutations without fixed points and 2-cycles is \( e^{-3/2}(1 + o(1)) \).

**Proof.** We use an exponential generating function for this problem as described in, for example, pp. 170–172 of [GJ83]. The *cycle index* of a permutation \( \sigma \) is:

\[
Z(\sigma) = \prod x_i^{\text{cycles of length } i \text{ in } \sigma}
\]

Then we can define:

\[
Z(S_n) = \frac{1}{n!} \sum_{\sigma \in S_n} Z(\sigma)
\]

Now [GJ83] shows that the exponential generating function for all permutations is:

\[
\sum_{n \geq 0} Z(S_n) = \exp \left( \sum_{i \geq 1} \frac{x_i}{i} \right)
\]

Then the exponential generating function for the cycle indices of all permutations with no fixed points is given by:

\[
\exp \left( \sum_{i \geq 2} \frac{x_i}{i} \right)
\]

We count the number of permutations by weighting the cycles by their length, via substituting \( z^i \) for \( x_i \). This gives an exponential generating series in \( z \) for the number of permutations of size \( n \) with no fixed points. Extracting the coefficient of \( z^n/n! \), we get:

\[
\left[ \frac{z^n}{n!} \right] \exp \left( \sum_{i \geq 2} \frac{z^i}{i} \right) = n! [z^n] \exp \left( \log \left( \frac{1}{1 - z} \right) - z \right) = n! [z^n] \frac{1}{1 - z} \exp (-z) = n! d_n
\]
The final step uses the Taylor expansions for $1/(1 - z)$ and $\exp(-z)$:

$$\frac{1}{1 - z} = \sum_{i \geq 0} z^i \quad \text{and} \quad \exp(-z) = \sum_{i \geq 0} \frac{(-1)^i}{i!} z^i$$

We can observe that $d_i \geq \frac{1}{3}$ for $i \geq 2$.

Similarly, the exponential generating series for the number of permutations with no fixed points or 2-cycles is:

$$\frac{1}{1 - z} \exp(-z) \exp\left(\frac{-z^2}{2}\right)$$

We can expand this into Taylor series as:

$$\sum_{i \geq 0} z^i \sum_{j \geq 0} \frac{(-1)^j z^j}{j!} \sum_{k \geq 0} \frac{(-1)^k z^k}{2^k k!}$$

Taking the coefficient of $z^n$ and rearranging terms, we get the number of permutations with no fixed points or 2-cycles:

$$\sum_{k=0}^{\left\lfloor \frac{n}{2} \right\rfloor} \frac{(-1)^k}{k! 2^k} \sum_{j=0}^{n-2k} \frac{(-1)^j}{j!} = \sum_{k=0}^{\left\lfloor \frac{n}{2} \right\rfloor} \frac{(-1)^k}{k! 2^k} d_{n-2k}$$

Since $0 \leq d_i \leq 1$, and $d_i \to e^{-1}$ as $i \to \infty$, the sum converges to $e^{-1.5}$ as $n \to \infty$, and in particular is at least $\frac{1}{5}$ for $n \geq 3$. 

Recall the Definition (1.1.9) of $t(\sigma)$.

**Lemma 3.4.3.** We have

$$\frac{1}{|U(\varepsilon, k)|} \sum_{\sigma \in U(\varepsilon, k)} t(\sigma) = \frac{1}{2} \nu(n - k),$$

where $\nu$ is the function of Definition 1.1.8 and $\varepsilon$ is the identity permutation.

**Proof.** For a pair of indices $1 \leq i < j \leq n$, let

$$t_{ij}(\sigma) = \begin{cases} 1 & \text{if } \sigma(i) = j \quad \text{and} \quad \sigma(j) = i \\ 0 & \text{otherwise.} \end{cases}$$
Then \( t(\sigma) = \sum_{i < j} t_{ij}(\sigma) \). Let us compute the average of \( t_{ij}(\sigma) \) over \( U(\varepsilon, k) \). To choose a permutation \( \sigma \in U(\varepsilon, k) \), one has to choose \( k \) fixed points in \( \binom{n}{k} \) ways and then a permutation without fixed points on the remaining \( n - k \) symbols in \( d_{n-k}(n - k)! \) ways. Hence \( |U(\varepsilon, k)| = d_{n-k}n!/k! \). To choose a permutation \( \sigma \in U(\varepsilon, k) \) where \((ij)\) is a 2-cycle, one has to choose \( k \) fixed points in \( \binom{n-2}{k} \) ways and then a permutation without fixed points on \( n - k - 2 \) symbols. Hence the total number of permutations \( \sigma \in U(\varepsilon, k) \) with \( t_{ij}(\sigma) = 1 \) is
\[
\binom{n-2}{k} d_{n-k-2}(n - k - 2)! = \frac{d_{n-k-2}(n - 2)!}{k!}.
\]
Thus for all pairs \( i < j \) we have
\[
\frac{1}{|U(\varepsilon, k)|} \sum_{\sigma \in U(\varepsilon, k)} t_{ij}(\sigma) = \frac{(n-2)!d_{n-k-2}}{n!d_{n-k}} = \frac{\nu(n-k)}{n(n-1)}
\]
and
\[
\frac{1}{|U(\varepsilon, k)|} \sum_{\sigma \in U(\varepsilon, k)} t(\sigma) = \sum_{i < j} \frac{1}{|U(\varepsilon, k)|} \sum_{\sigma \in U(\varepsilon, k)} t_{ij}(\sigma) = \binom{n}{2} \frac{\nu(n-k)}{n(n-1)} = \frac{\nu(n-k)}{2}.
\]

3.5 Proof of Bullseye Special Case

We are now ready to prove our main results. We begin with Theorem 2.1.1. The proof is based on the observation that \( A \) satisfies the conditions of Section 2.1 if and only if \( A \in L_n + L_{n-2} \) (see Section 3.2).

Proof of Theorem 2.1.1. Without loss of generality, we may assume that the maximum of \( f_0(\sigma) \) is attained at the identity permutation \( \varepsilon \) (see Remark 3.1.2). Excluding the non-interesting case of \( f_0 \equiv 0 \), by scaling \( f \), if necessary, we can assume that \( f_0(\varepsilon) = 1 \). Let \( g \) be the central projection of \( f_0 \). Then by Parts (2) and (3) of Lemma 3.1.4, we have \( \overline{g} = 0 \) and \( 1 = g(\varepsilon) \geq g(\sigma) \) for all \( \sigma \in S_n \). Moreover, since
A \in L_n + L_{n-2}, \text{ by Parts (1) and (3) of Proposition 3.2.4, } g \text{ must be a linear combination of the constant function } \chi_n \text{ and } \chi_{n-2}. \text{ Since } \mathcal{G} = 0, g \text{ should be proportional to } \chi_{n-2} \text{ and since } g(\varepsilon) = 1, \text{ we have }
\begin{equation}
g = \frac{2}{n^2 - 3n} \chi_{n-2} = \frac{2t + p^2 - 3p}{n^2 - 3n}.
\end{equation}

Now \( \sigma \in U(\varepsilon, k) \) if and only if \( p(\sigma) = k \). \text{ Applying Part (1) of Lemma 3.1.4 and Lemma 3.4.3 we get }
\begin{equation}
\frac{1}{|U(\varepsilon, k)|} \sum_{\sigma \in U(\varepsilon, k)} f_0(\sigma) = \frac{1}{|U(\varepsilon, k)|} \sum_{\sigma \in U(\varepsilon, k)} g(\sigma) = \frac{k^2 - 3k + \nu(n - k)}{n^2 - 3n}
\end{equation}
and the proof follows. \( \square \)

Proof of Theorem 2.1.2. As in the proof of Theorem 2.1.1, we assume that the maximum value of \( f_0 \) is equal to 1.

Let us estimate the cardinality \( |U(\tau, k)| = |U(\varepsilon, k)| \). Since \( \sigma \in U(\varepsilon, k) \) if and only if \( \sigma \) has \( k \) fixed points, to choose a \( \sigma \in U(\varepsilon, k) \) one has to choose \( k \) points in \( \binom{n}{k} \) ways and then choose a permutation of the remaining \( n - k \) points without fixed points. Using Lemma 3.4.2, we get
\begin{equation}
|U(\tau, k)| \geq \binom{n}{k} (n - k)! / 3 = \frac{n!}{3k!}.
\end{equation}

Applying Lemma 3.4.1 with \( \beta = \beta(n, k) \) and \( X = U(\tau, k) \), from Theorem 2.1.1 we conclude that
\begin{equation}
P \left\{ \sigma \in S_n : f_0(\sigma) \geq \gamma \beta(n, k) \right\} \geq \frac{(1 - \gamma) \beta(n, k) |U(\tau, k)|}{n!} \geq \frac{(1 - \gamma) \beta(n, k)}{3k!}.
\end{equation}
\( \square \)
3.6 Proof of Pure Special Case

In this section, we prove Theorems 2.2.1 and 2.2.2. We observe that \( A \) satisfies the conditions of Section 2.2 if and only if \( A \in L_n + L_{n-2,1,1} + L_{n-2,2} \) (see Section 3.2). As in Section 3.5, the \( L_n \) component contributes just a constant to \( f \). Since the \( L_{n-1,1} \) component attributed to the Linear Assignment Problem is absent, we call this case “pure”.

In the proof of Theorem 2.1.1, the conditions on \( A \) restricted the central projection \( g \) of \( f_0 \) to the one-dimensional subspace spanned by \( \chi_{n-1,1} \). With the added conditions that \( g(\varepsilon) \geq g(\sigma) \) for all permutations \( \sigma \), \( g \) must lie on a ray in the interior of the central cone, \( K \). By fixing the value of \( g \) at the identity, \( g(\varepsilon) = 1 \), we determine \( g \) completely.

In Theorem 2.2.1, the conditions on \( A \) are relaxed so that the central projection \( g \) of \( f_0 \) lies in the two-dimensional subspace spanned by \( \chi_{n-2,1,1} \) and \( \chi_{n-2,2} \). Hence with the added conditions \( g(\varepsilon) \geq g(\sigma) \) for all permutations \( \sigma \), \( g \) must lie in a two-dimensional slice of the central cone. We call this slice \( K_p \), the pure central cone. Since it is a two-dimensional convex cone, it must be spanned by two extreme rays.

We compute the extreme rays of \( K_p \) by intersecting the subspace spanned by \( \chi_{n-2,1,1} \) and \( \chi_{n-2,2} \) with the the central cone. Conveniently, one of the extreme rays of the central cone is also an extreme ray of \( K_p \), namely \( r_2 \). We check that \( r_2 = 1 - 2t \) is in the subspace spanned by \( \chi_{n-2,2} \) and \( \chi_{n-2,1,1} \):

\[
\chi_{n-2,1,1} - \chi_{n-2,2} = \left( \frac{1}{2}p^2 - \frac{3}{2}p - t + 1 \right) - \left( t + \frac{1}{2}p^2 - \frac{3}{2}p \right) = 1 - 2t
\]

Then \( r_2 \) is extreme for \( K_p \), since it is extreme for \( K \).

The second extreme ray lies between \( r_1 \) and \( r_4 \) if \( n \) is even, and between \( r_{5_0} \) and
$r_4$ if $n$ is odd. By computing the intersection, we get the second extreme ray:

$$r_{6e} = \frac{p^2 - 3p - n - 6t + 2tn + 4}{n^2 - 4n + 4} \quad \text{if } n \text{ is even}$$

$$= \frac{n - 3}{n - 2} r_4 + \frac{1}{n - 2} r_1 = \frac{1}{n - 2} \chi_{n-2,2} + \frac{4 - n}{(n - 2)^2} \chi_{n-2,1,1}$$

$$r_{6o} = \frac{p^2 - 3p - n - 4t + 2tn + 3}{n^2 - 4n + 3} \quad \text{if } n \text{ is odd}$$

$$= \frac{2n - 4}{3n - 3} r_4 + \frac{n + 1}{3n - 3} r_{5o} = \frac{-1}{n - 1} \chi_{n-2,2} + \frac{1}{n - 3} \chi_{n-2,1,1}$$

We have scaled the extreme rays so that the values at the identity $\varepsilon$ are $r_2(\varepsilon) = r_{6e}(\varepsilon) = r_{6o}(\varepsilon) = 1$.

**Remark 3.6.1.** We observe that $r_2$ has the damped oscillator distribution corresponding to the case of $\gamma_1 = 1$ in Theorem 2.2.1, whereas $r_{6e}$ and $r_{6o}$ both have the bullseye distribution corresponding to the case of $\gamma_2 = 1$ in Theorem 2.2.1. If $n$ is even, then $r_{6o} \notin K_p$. Indeed, if $\sigma$ is a product of $n/2$ commuting 2-cycles, so that $p(\sigma) = 0$ and $t(\sigma) = n/2$, then $r_{6o}(\sigma) = (n^2 - 3n + 3)/(n^2 - 4n + 3) > 1 = r_{2o}(\varepsilon)$.

![Figure 3.2: The Central (Pure) Cone](image_url)

**Proof of Theorem 2.2.1.** We proceed as in the proof of Theorem 2.1.1 (Section 3.5)
with some modifications. Without loss of generality, we assume that the maximum of \( f_0(\sigma) \) is attained on the identity permutation \( \varepsilon \) and that \( f_0(\varepsilon) = 1 \). Let \( g \) be the central projection of \( f_0 \). Since \( A \in L_n + L_{n-2,2} + L_{n-2,1,1} \), by Parts (1), (3) and (4) of Proposition 3.2.4, \( g \) is a linear combination of \( \chi_n \), \( \chi_{n-2,2} \) and \( \chi_{n-2,1,1} \). By Part (2) of Lemma 3.1.4, we have \( \overline{g} = \overline{f_0} = 0 \), so \( g \) is a linear combination of \( \chi_{n-2,2} \) and \( \chi_{n-2,1,1} \) alone. Moreover, by Part (3) of Lemma 3.1.4, we have \( 1 = g(\varepsilon) \geq g(\sigma) \) for all \( \sigma \in S_n \). Hence \( g \) lies in the central cone \( K_p \). From our description of the cone above, we conclude that \( g \) must be a convex combination of \( r_1 \) and \( r_{2n} \) for \( n \) even and a convex combination of \( r_1 \) and \( r_{2n} \) for \( n \) odd. Applying Part (1) of Lemma 3.1.4, we can replace the average of \( f_0 \) over the set \( U(\varepsilon,k) \) by the average of \( g \) over \( U(\varepsilon,k) \). The proof now follows by Lemma 3.4.3 and the observation that \( \sigma \in U(\varepsilon,k) \) if and only if \( p(\sigma) = k \).

\[ \square \]

To prove Theorem 2.2.2, we need need one preliminary result.

**Lemma 3.6.2.** Let \( g \) be a linear combination of \( g_1 = \chi_{n-2,2} + \chi_{n-2,1,1} = p^2 - 3p + 1 \)
and \( g_2 = \chi_{n-2,1,1} - \chi_{n-2,2} = 1 - 2t \) such that \( g(\varepsilon) = 1 \). For \( 3 \leq k \leq n-1 \), let \( \sigma_k \) be a permutation such that \( p(\sigma_k) = k \) and \( t(\sigma_k) = 0 \) and let \( \theta_k \) be a permutation such that \( p(\theta_k) = k \) and \( t(\theta_k) = 1 \). Then

\[
\max \{ g(\sigma_k), g(\theta_k) \} \geq \frac{k^2 - 3k + 1}{n^2 - 3n + 1}.
\]

**Proof.** Since \( g(\varepsilon) = 1 \), \( g_1(\varepsilon) = n^2 - 3n + 1 \) and \( g_2(\varepsilon) = 1 \), we can write

\[
g = \alpha_1 \frac{p^2 - 3p + 1}{n^2 - 3n + 1} + \alpha_2 (1 - 2t)
\]

for some \( \alpha_1 \) and \( \alpha_2 \) such that \( \alpha_1 + \alpha_2 = 1 \). Then

\[
g(\sigma_k) = \alpha_1 \frac{k^2 - 3k + 1}{n^2 - 3n + 1} + \alpha_2 \quad \text{and} \quad g(\theta_k) = \alpha_1 \frac{k^2 - 3k + 1}{n^2 - 3n + 1} - \alpha_2
\]

for some \( \alpha_1 \) and \( \alpha_2 \) such that \( \alpha_1 + \alpha_2 = 1 \). Then

\[
g(\sigma_k) = \alpha_1 \frac{k^2 - 3k + 1}{n^2 - 3n + 1} + \alpha_2 \quad \text{and} \quad g(\theta_k) = \alpha_1 \frac{k^2 - 3k + 1}{n^2 - 3n + 1} - \alpha_2
\]
We observe that $g(\sigma_k)$ and $g(\theta_k)$ are linear functions of $\alpha_1$ and $\alpha_2$ and that for

$$\alpha_1 = 1 \quad \text{and} \quad \alpha_2 = 0$$

we have

$$g(\sigma_k) = g(\theta_k) = \frac{k^2 - 3k + 1}{n^2 - 3n + 1}$$

(3.8)

Let

$$\lambda_1 = \frac{n^2 - 3n + 1}{2(k^2 - 3k + 1)} + \frac{1}{2} \quad \text{and} \quad \lambda_2 = \frac{n^2 - 3n + 1}{2(k^2 - 3k + 1)} - \frac{1}{2}.$$

Then $\lambda_1, \lambda_2 > 0$ and

$$\lambda_1 g(\sigma_k) + \lambda_2 g(\theta_k) = \alpha_1 + \alpha_2 = 1.$$

Comparing this with (3.8) we conclude that there are no values $\alpha_1$ and $\alpha_2$ such that $\alpha_1 + \alpha_2 = 1$ and

$$g(\sigma_k), g(\theta_k) < \frac{k^2 - 3k + 1}{n^2 - 3n + 1}.$$

\[\Box\]

**Proof of Theorem 2.2.2.** Without loss of generality, we may assume that the maximum value of $f_0$ is attained at the identity permutation $\varepsilon$ (see Remark 3.1.2). Excluding an obvious case of $f_0 \equiv 0$, by scaling $f$, if necessary, we may assume that $f_0(\varepsilon) = 1$. Let $g$ be the central projection of $f_0$. As in the proof of Theorem 2.2.1, we deduce that $g$ is a linear combination of $\chi_{n-2,2}$ and $\chi_{n-2,1,1}$ and that $g(\varepsilon) = 1$.

Let us choose a $3 \leq k \leq n - 3$ and let $X_k$ be the set of permutations $\sigma$ such that $p(\sigma) = k$ and $t(\sigma) = 0$ and let $Y_k$ be the set of permutations $\theta$ such that $p(\theta) = k$ and $t(\theta) = 1$. To choose a permutation $\sigma \in X_k$, one has to choose $k$ fixed points in $\binom{n}{k}$ ways and then a permutation without fixed points or 2-cycles on the remaining $(n - k)$ points. Then, by Lemma 3.4.2

$$|X_k| \geq \frac{1}{5} \binom{n}{k} (n - k)! = \frac{1}{5} \frac{n!}{k!}.$$
Similarly, to choose a permutation $\theta \in Y_k$, one has to choose a 2-cycle in $\binom{n}{2}$ ways, $k$ fixed points in $\binom{n-2}{k}$ ways and a permutation without fixed points or 2-cycles on the remaining $(n-k-2)$ points. Then, by Lemma 3.4.2

$$|Y_k| \geq \frac{1}{5} \binom{n}{2} \binom{n-2}{k} (n-k-2)! = \frac{n!}{10k!}.$$ 

Let us choose a permutation $\sigma \in X_k$ and a permutation $\theta \in Y_k$ and let $Z = X_k$ if $g(\sigma) \geq g(\theta)$ and $Z = Y_k$ otherwise. Then

$$|Z| \geq \frac{n!}{10k!}$$

and by Lemma 3.6.2,

$$g(\sigma) \geq \frac{k^2 - 3k + 1}{n^2 - 3n + 1} \quad \text{for all} \quad \sigma \in Z.$$ 

The set $Z$ is a disjoint union of some conjugacy classes $X(\rho)$ and for each $X(\rho)$ by Remark 3.2.1, we have

$$g(\rho) = \frac{1}{|X(\rho)|} \sum_{\sigma \in X(\rho)} f_0(\sigma) \geq \frac{k^2 - 3k + 1}{n^2 - 3n + 1}$$

and hence

$$\frac{1}{|Z|} \sum_{\sigma \in X(\rho)} f_0(\sigma) \geq \frac{k^2 - 3k + 1}{n^2 - 3n + 1}.$$ 

Applying Lemma 3.4.1 with $X = Z$ and $\beta = \beta(n, k)$, we get that

$$P\left\{ \sigma \in S_n : f_0(\sigma) \geq \gamma/\beta(n, k) \right\} \geq \frac{(1 - \gamma)\beta(n, k)}{10k!}.$$ 

\[ \square \]

**Remark 3.6.3.** It follows from the proof that we are able to choose the required number of “good” permutations among the permutations whose distance to the optimal permutation $\tau$ is $n - k$. 


3.7 Proof of Symmetric Case

The proofs of Theorems 2.3.1 and 2.3.2 are essentially the same as the proof in the previous section. In this case, $A$ satisfies the conditions of Section 2.3 if and only if $A \in L_n + L_{n-1,1} + L_{n-2,2}$. Again, the $L_n$ component contributes just a constant to $f$.

We then have the central projection $g$ of $f_0$ lying in the two-dimensional subspace spanned by $\chi_{n-1,1}$ and $\chi_{n-2,2}$. Hence with the added conditions $g(\varepsilon) \geq g(\sigma)$ for all permutations $\sigma$, $g$ must lie in a two-dimensional slice of the central cone. We call this slice $K_s$, the symmetric central cone. Since it is a two-dimensional convex cone, it must be spanned by two extreme rays. We compute the extreme rays $K_s$ by intersecting the subspace with the central cone. It turns out that one of the extreme rays of the central cone $K$ is also an extreme ray of $K_s$, namely:

$$r_3 = \frac{2np - 3p - 2n - p^2 - 2t + 6}{n^2 - 5n + 6}$$

We check that $r_3$ is in the subspace spanned by $\chi_{n-1,1}$ and $\chi_{n-2,2}$:

$$r_3 = \frac{2}{n-2} \chi_{n-1,1} - \frac{2}{n^2 - 5n + 6} \chi_{n-2,2}$$

The second extreme ray lies between $r_1$ and $r_4$ if $n$ is even, and between $r_1$ and $r_{5o}$ if $n$ is odd:

$$r_{7e} = \frac{-np + n + p^2 + p + 2t - 4}{2n - 4} \quad \text{if } n \text{ is even}$$

$$= \frac{1}{2} r_1 + \frac{1}{2} r_4 = \frac{4-n}{2n-4} \chi_{n-1,1} + \frac{1}{n-2} \chi_{n-2,2}$$

$$r_{7o} = \frac{-n^2p + np^2 + n^2 + np + 2nt - 4n - 3p + 3}{2n^2 - 7n + 3} \quad \text{if } n \text{ is odd}$$

$$= \frac{n-2}{2n-1} r_1 + \frac{n+1}{2n-1} r_{5o} = \frac{1-n}{2n-1} \chi_{n-1,1} + \frac{2n}{2n^2 - 7n + 3} \chi_{n-2,2}$$
We have scaled the extreme rays so that the values at the identity $\varepsilon$ are $r_3(\varepsilon) = r_{7e}(\varepsilon) = r_{7o}(\varepsilon) = 1$.

**Remark 3.7.1.** We observe that $r_3$ has a bullseye distribution corresponding to the case of $\gamma_1 = 1$ in Theorem 2.1.1, whereas $r_{7e}$ and $r_{7o}$ both have spike-type distributions corresponding to the case of $\gamma_2 = 1$ in Theorem 2.2.1. If $n$ is even, then $r_{7o} \notin K_s$. Indeed, if $\sigma$ is a product of $n/2$ commuting 2-cycles, so that $p(\sigma) = 0$ and $t(\sigma) = n/2$, then $r_{7o}(\sigma) = (2n^2 - 4n + 3)(2n^2 - 7n + 3) > 1 = r_{7o}(\varepsilon)$. Geometrically, the symmetric cone $K_s$ looks exactly like the pure cone $K_m$ Figure 3.3.

![Figure 3.3: The Central (Symmetric) Cone](image)

**Proof of Theorem 2.3.1.** The proof of Theorem 2.3.1 is completely similar to the proof of Theorem 2.1.1, using the extreme rays $r_3$, $r_{7e}$ and $r_{7o}$ in place of $r_2$, $r_{6e}$ and $r_{6o}$.

To prove Theorem 2.3.2, we make a computation similar to Lemma 3.6.2.

**Lemma 3.7.2.** Let $g$ be a linear combination of $g_1 = \chi_{n-1,1} = p - 1$ and $g_2 = 2\chi_{n-2,2} + 3\chi_{n-1,1} = p^2 + 2t - 3$ such that $g(\varepsilon) = 1$. For a $3 \leq k \leq n - 3$, let $\sigma_k$ be
a permutation such that \( p(\sigma_k) = k \) and \( t(\sigma_k) = 0 \) and let \( \eta_k \) be a permutation such that \( p(\eta_k) = 0 \) and \( t(\eta_k) = k \). Then

\[
\max\{g(\sigma_k), g(\eta_k)\} \geq \frac{3k - 5}{n^2 - kn + k + 2n - 5}.
\]

**Proof.** We can write

\[
g = \alpha_1 \frac{p - 1}{n - 1} + \alpha_2 \frac{p^2 + 2t - 3}{n^2 - 3}
\]

for some \( \alpha_1 \) and \( \alpha_2 \) such that \( \alpha_1 + \alpha_2 = 1 \). Then

\[
g(\sigma_k) = \alpha_1 \frac{k - 1}{n - 1} + \alpha_2 \frac{k^2 - 3}{n^2 - 3} \quad \text{and} \quad g(\eta_k) = -\alpha_1 \frac{1}{n - 1} + \alpha_2 \frac{2k - 3}{n^2 - 3}.
\]

We observe \( g(\sigma_k) \) and \( g(\eta_k) \) are linear functions of \( \alpha_1 \) and \( \alpha_2 \) and that for

\[
\alpha_1 = \frac{kn - k - 2n + 2}{-n^2 + kn - k - 2n + 5} \quad \text{and} \quad \alpha_2 = \frac{3-n^2}{-n^2 + kn - k - 2n + 5}
\]

we have

\[
g(\sigma_k) = g(\eta_k) = \frac{3k - 5}{n^2 - kn + k + 2n - 5} \quad \text{and} \quad \alpha_1 + \alpha_2 = 1.
\]

(3.9)

Let

\[
\lambda_1 = \frac{n^2 + 2kn - 3n - 2k}{k(3k - 5)} \quad \text{and} \quad \lambda_2 = \frac{kn^2 - k^2n - n^2 + k^2 + 3n - 3k}{k(3k - 5)}.
\]

Then \( \lambda_1, \lambda_2 > 0 \) and

\[
\lambda_1 g(\sigma_k) + \lambda_2 g(\eta_k) = \alpha_1 + \alpha_2 = 1.
\]

Comparing this with (3.9), we conclude that there are no values \( \alpha_1, \alpha_2 \) such that \( \alpha_1 + \alpha_2 = 1 \) and

\[
g(\sigma_k), g(\eta_k) < \frac{3k - 5}{n^2 - kn + k + 2n - 5}.
\]

\[\square\]
Proof of theorem 2.3.2. The proof is similar to that of Theorem 2.2.2 (Section 3.6). Without loss of generality, we assume that the maximum value of $f_0$ is 1 and is attained at the identity permutation $\varepsilon$. Let $g$ be the central projection of $f_0$. We deduce that $g$ is a linear combination of $\chi_{n-1,1}$ and $\chi_{n-2,2}$ and hence a linear combination of $g_1$ and $g_2$, and that $g(\varepsilon) = 1$. Let us choose a $3 \leq k \leq n - 3$ and let $X_k$ be the set of permutations $\sigma$ such that $p(\sigma) = k$ and $t(\sigma) = 0$ and let $Y_k$ be the set of permutations $\eta$ such that $p(\eta) = 0$ and $t(\eta) = k$. As in the proof of Theorem 2.3.2, we have

$$|X_k| \geq \frac{1}{5} \frac{n!}{k!}.$$ 

To choose a permutation $\eta \in Y_k$, one has to choose $k$ transpositions (2-cycles) in $\frac{n!}{(n - 2k)!k!2^k}$ ways and a permutation without fixed points or 2-cycles on the remaining $n - 2k$ points. Hence, by Lemma 3.4.2

$$|Y_k| \geq \frac{1}{5} \frac{n!}{k!2^k}.$$ 

Let us choose a permutation $\sigma \in X_k$ and a permutation $\eta \in Y_k$ and let $Z = X_k$ if $g(\sigma) \geq g(\eta)$ and let $Z = Y_k$ otherwise. Then

$$|Z| \geq \frac{n!}{5k!2^k}$$

and by Lemma 3.7.2,

$$g(\sigma) \geq \frac{3k - 5}{n^2 - kn + k + 2n - 5} \text{ for all } \sigma \in Z.$$ 

The proof now proceed as in the proof of Theorem 2.2.2, Section 3.6. 

Remark 3.7.3 (Scarcity of relatively good values). Let us consider the function $f$ of Section 2.3.2. We observe that

$$f = \alpha_1 r_3 + \alpha_2 r_7 c,$$
for
\[
\alpha_1 = \frac{n^2 - nm - 2n + 3m - 3}{n^2 - nm + 2n + m - 5}
\quad \text{and} \quad \alpha_2 = \frac{4n - 2m - 2}{n^2 - nm + 2n + m - 5}.
\]
Thus \( f \) is a convex combination of \( r_3 \) and \( r_{7e} \), hence \( 1 = f(\varepsilon) \geq f(\sigma) \) for all \( \sigma \in S_n \) and \( \overline{f} = 0 \). Remark 3.2.5 implies that \( f \) is a generalized function (1.2) of the required type.

3.8 Proof of General Case

The proof of Theorem 2.4.1 follows from our description of the central cone (Lemma 3.3.1), and the observations used in the proof of Theorem 2.2.1 in Section 3.6.

To prove Theorem 2.4.2, we need another lemma showing that the central projection has good values on at least one of several large classes of permutations.

**Lemma 3.8.1.** Let \( g \) be a linear combination of \( g_1 = p - 1 \), \( g_2 = p^2 - 2 \) and \( g_3 = 1 - 2t \) such that such that \( g(\varepsilon) = 1 \). For a \( 2 \leq k \leq n - 2 \), let \( \sigma_k \) be a permutation such that \( p(\sigma_k) = k \) and \( t(\sigma_k) = 0 \), let \( \eta \) be a permutation such that \( p(\eta) = 0 \) and \( t(\eta) = 1 \) and let \( \theta \) be permutation such that \( p(\theta) = t(\theta) = 0 \). Then
\[
\max \{ g(\sigma_k), g(\eta), g(\theta) \} \geq \frac{k - 2}{n^2 - kn + k - 2}.
\]

**Proof.** We can write
\[
g = \alpha_1 \frac{p - 1}{n - 1} + \alpha_2 \frac{p^2 - 2}{n^2 - 2} + \alpha_3 (1 - 2t)
\]
for some \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) such that \( \alpha_1 + \alpha_2 + \alpha_3 = 1 \). Then
\[
g(\sigma_k) = \alpha_1 \frac{k - 1}{n - 1} + \alpha_2 \frac{k^2 - 2}{n^2 - 2} + \alpha_3
\]
\[
g(\eta) = -\alpha_1 \frac{k}{n - 1} - \alpha_2 \frac{2}{n^2 - 2} - \alpha_3
\]
\[
g(\theta) = -\alpha_1 \frac{k}{n - 1} - \alpha_2 \frac{2}{n^2 - 2} + \alpha_3.
\]
We observe that \( g(\sigma_k) \), \( g(\eta) \) and \( g(\theta) \) are linear functions of \( \alpha_1 \), \( \alpha_2 \) and \( \alpha_3 \) and that for

\[
\alpha_1 = \frac{k(1 - n)}{n^2 - nk + k - 2}, \quad \alpha_2 = \frac{n^2 - 2}{n^2 - nk + k - 2} \quad \text{and} \quad \alpha_3 = 0
\]

we have

\[
g(\sigma_k) = g(\eta) = g(\theta) = \frac{k - 2}{n^2 - nk + k - 2} \quad \text{and} \quad \alpha_1 + \alpha_2 + \alpha_3 = 1. \quad (3.10)
\]

Let

\[
\lambda_1 = \frac{n^2 - 2n}{k^2 - 2k}, \quad \lambda_2 = \frac{n^2 - nk}{2k - 4} \quad \text{and} \quad \lambda_3 = \frac{n^2 - kn - 2n + 2k}{2k}.
\]

Then \( \lambda_1, \lambda_2, \lambda_3 > 0 \) and

\[
\lambda_1 g(\sigma_k) + \lambda_2 g(\eta) + \lambda_3 g(\theta) = \alpha_1 + \alpha_2 + \alpha_3 = 1.
\]

Comparing this with (3.10), we conclude that there are no values \( \alpha_1 \), \( \alpha_2 \) and \( \alpha_3 \) such that \( \alpha_1 + \alpha_2 + \alpha_3 = 1 \) and

\[
g(\sigma_k), g(\eta), g(\theta) < \frac{k - 2}{n^2 - nk + k - 2}.
\]

\[
\square
\]

**Proof of Theorem 2.4.2.** The proof follows those of Theorem 2.2.2 (Section 3.6) and Theorem 2.3.2 (Section 3.7) with some modifications. Let \( X_k \) be the set of all permutations \( \sigma \) such that \( p(\sigma) = k \) and \( t(\sigma) = 0 \). As in the proof of Theorem 2.2.2, we have

\[
|X_k| \geq \frac{1}{5} \frac{n!}{k!}.
\]

Let \( Y \) be the set of all permutations \( \sigma \) such that \( p(\sigma) = 0 \) and \( t(\sigma) = 1 \). To choose a permutation \( \sigma \in Y \), one has to choose a 2-cycle in \( \binom{n}{2} \) ways and then an arbitrary permutation of the remaining \( (n - 2) \) symbols without fixed points and 2-cycles.
Using Lemma 3.4.2, we estimate
\[ |Y| \geq \frac{1}{5} \frac{n!}{2(n-2)!} (n-2)! = \frac{1}{10} n! \]

Let us choose a permutation \( \sigma_k \in X_k \), a permutation \( \eta \in Y \) and a permutation \( \theta \in X_0 \). Let us choose \( Z \) to be one of \( X_k, X_0 \) and \( Y \), depending where the maximum value of \( g(\sigma_k), g(\eta) \) or \( g(\theta) \) is attained. Hence
\[ |Z| \geq \frac{n!}{5k!} \]

and by Lemma 3.8.1,
\[ g(\sigma) \geq \frac{k-2}{n^2 - kn + k - 2} \quad \text{for all} \quad \sigma \in Z. \]

We proceed now as in the proof of Theorem 2.2.2, Section 3.6. \( \square \)

3.9 Examples of QAP’s and their Central Projections

We remarked in the statements of our distributional results (Theorems 2.2.1, 2.3.1 and 2.4.1), that, at least for even \( n \), we can find a function of type (1.1) that has average value 0, maximum value 1, and attains the averages on the rings \( U(\varepsilon, k) \) specified in the theorems. It is easy to build a tensor of type (1.2) that meets these conditions (even for \( n \) odd), for example by using linear combinations of the tensors introduced in Remark 3.2.5. In this section we construct examples of type (1.1) satisfying the same conditions. Stated another way, we will show that any function in the “even” central cone \( K \) of Section 3.3 (that is, the convex hull of \( r_1, r_2, r_3 \) and \( r_4 \)) is the projection of some QAP of type (1.1) with average value 0 and maximum 1. This provides an interesting source of pathological QAP’s.

It is not obvious to us whether the annix to the central cone for \( n \) odd formed by adding \( r_{50} \) to the list of generators is also the projection of a QAP of type (1.1)
with the correct averages on the rings $U(\varepsilon, k)$ and maximum 1. It follows from Remark 3.3.2 that functions in the annex (and not on the boundary of the even cone) are not maximized at the identity for even $n$, since the average value of $r_{\infty}$ on the permutations which are a product of $n/2$ transpositions is too large. The results of Section 3.3.1 show that the additional part of the central cone for odd $n$ is small and contains functions not very different from functions that lie in the central cone.

To construct our examples, we recall from Section 3.3 that the projection $g$ of a function $f$ with $\bar{f} = 0$ lies in a 3 dimensional vector space. Then we can determine $g$ uniquely by determining its value on three independent coordinates. It is convenient to use the coordinates $v_1, v_2, v_3$ where $v_1$ is the value of $g$ at the identity, $\varepsilon$, $v_2$ is the value of $g$ on any 2-cycle, equal to the average value of $f$ on 2-cycles, and $v_3$ is the value of $g$ on any 3-cycle, equal to the average value of $f$ on 3-cycles.

From our formulas for $r_1, r_2, r_3$ and $r_4$, it is easy to compute the values $v_1, v_2, v_3$ at these extreme points for the base of the central cone. We substitute $p = n, t = 0$ to get $v_1, p = n - 2, t = 1$ for $v_2$ and $p = n - 3, t = 0$ for $v_3$. Since the maximum of 1 is attained at the identity, we will have $v_1 = 1$ for each extreme point $r_i$. The full list of $v_i$’s for each $r_i$ are summarized in Table 3.1.

<table>
<thead>
<tr>
<th>$v_i$</th>
<th>$r_1$</th>
<th>$r_2$</th>
<th>$r_3$</th>
<th>$r_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$v_2$</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$v_3$</td>
<td>$\frac{-2n+7}{n-2}$</td>
<td>1</td>
<td>1</td>
<td>$\frac{n-3}{n-2}$</td>
</tr>
</tbody>
</table>

Table 3.1: Values of Extreme Rays at $\varepsilon$, on 2-cycles, and on 3-cycles

We now give our example, a QAP with data $(A, B)$ that depends on four real parameters $b, c, d, \varepsilon$. We will show that any point in the convex hull of $r_1, r_2, r_3, r_4$ is the central projection of some QAP defined by $(A, B)$ for a suitable choice of the
parameters. The matrix $A = (a_{ij})$ does not depend on $b, c, d, e$:

$$a_{ij} = \begin{cases} 
1 & \text{if } i = 1, j = 2 \\
0 & \text{otherwise} 
\end{cases} \quad A = \begin{pmatrix} 
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 0 & \ldots & 0 \\
0 & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 0 
\end{pmatrix}$$

The matrix $B = (b_{ij})$ is given by:

$$b_{ij} = \begin{cases} 
0 & \text{if } i = j \\
1 & \text{if } i = 1, j = 2 \\
b & \text{if } i = 2, j = 1 \\
c & \text{if } i = 1, j \geq 3 \text{ or } j = 2, i \geq 3 \\
d & \text{if } i = 2, j \geq 3 \text{ or } j = 1, i \geq 3 \\
e & \text{otherwise} 
\end{cases} \quad B = \begin{pmatrix} 
0 & 1 & c & c & c & \ldots & c \\
b & 0 & d & d & d & \ldots & d \\
ed & c & 0 & e & e & \ldots & e \\
d & c & e & 0 & e & \ldots & e \\
ed & c & e & e & 0 & \ldots & e \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
d & c & e & e & e & \ldots & 0 
\end{pmatrix}$$

Then the objective function $f$ given by (1.1) is:

$$f(\sigma) = \sum_{i,j=1}^{n} b_{\sigma(i)\sigma(j)} a_{ij} = b_{\sigma(1)\sigma(2)}$$

This problem has average value $\bar{f} = 0$ over all permutations exactly when:

$$1 + b + 2(n-2)c + 2(n-2)d + (n-2)(n-3)e = 0 \quad (3.11)$$

Clearly $f(e) = 1$. This is a maximum of $f$ if and only if:

$$b, c, d, e \leq 1 \quad (3.12)$$

In fact, since $A$ is constant, the projection $g$ of the QAP $(A, B)$ is a linear function of the parameters $b, c, d, e$. Thus Equations 3.11 and 3.12 define a polytope in the
parameter space. The central projection of the set of QAP’s \((A, B)\) defined by this polytope is the set of \(g\) attainable from QAP’s of the above form. Since the maximum is 1 and the average is 0, this projection is a convex set contained in the base of the central cone. To show that we get the entire base (for even \(n\)), it is enough to show we get each of the extreme rays \(r_1, r_2, r_3, r_4\). Then by scaling the matrix \(B\), we will get the entire (even) cone.

We know that \(f\) has a maximum of \(v_1 = 1\) at the identity. We compute the average of \(f\) on 2-cycles:

\[
v_2 = \frac{2}{n(n-1)} \left( \frac{n^2 - 5n + 6}{2} + 2(n-2)c + b \right)
\]

and on 3-cycles:

\[
v_3 = \frac{3}{n(n-1)(n-2)} \left( \frac{n^3 - 9n^2 + 26n - 24}{3} + 2(n-2)(n-3)c + 2(n-2)d \right)
\]

Now observe that if we take:

\[
 b, c, d = 1 \text{ and } e = \frac{-4n - 6}{(n-2)(n-3)} \text{ then } v_2 = 1 \text{ and } v_3 = 1
\]

So by our calculations in Table 3.1, the projection of \(f\) must be \(r_3\).

If we take:

\[
 b, c, e = 1 \text{ and } d = \frac{-n^2 + 3n - 4}{2(n-2)} \text{ then } v_2 = 1 \text{ and } v_3 = \frac{n-5}{n-2}
\]

In this case the projection of \(f\) is \(r_4\).

If we take:

\[
 b, d, e = 1 \text{ and } c = \frac{-n^2 + 3n - 4}{2(n-2)} \text{ then } v_2 = -1 \text{ and } v_3 = \frac{-2n + 7}{n-2}
\]

In this case the projection of \(f\) is \(r_1\).

And finally, if we take:

\[
 c, d, e = 1 \text{ and } b = -n^2 + n + 1 \text{ then } v_2 = -1 \text{ and } v_3 = 1
\]
In this case the projection of \( f \) is \( r_2 \). This completes the proof.

Remark 3.9.1 (QAP’s with few large values). All the functions in this section attain their maximum of 1 at many points including the \((n - 2)!\) permutations fixing both 1 and 2. While optimal values are abundant, we can choose \( B \) so that these are the only “large” values of the objective function. This then gives us examples where the number of near-optimal permutations is relatively small.

Consider the QAP given by setting the entries of \( B \) so that:

\[
b = 1 \quad \text{and} \quad c = d = e = \frac{-2}{n^2 - n - 2}
\]

This is a symmetric QAP, with average value 0 over all permutations. The maximum of 1 occurs at the \( 2(n - 2)! \) permutations that fix the set \( \{1, 2\} \). However, the remaining \((n^2 - n - 2)(n - 2)!\) permutations given an objective value of \(-2/(n^2 - n - 2)\), worse than the average value. This shows that the frequency estimate of \( \delta n^{-2} \) in Part (i) of Corollary 2.4.3 cannot be improved, even in the symmetric case.

Consider now choosing \( B \) so that:

\[
b = 1, \quad c = d = \frac{-1}{n - 2} \quad \text{and} \quad e = \frac{2}{n^2 - 2n}
\]

The central projection of the QAP defined by \( (A, B) \) has the bullseye distribution of Section 2.1. We can check that this has an average value of 0, and \( 2(n - 2)! \) optimal values of 1. Most permutations will yield a positive objective value of \( 2/(n^2 - 2n) \), however only the optimal permutations will exceed this value. Thus the frequency estimate of \( \delta n^{-2} \) in Part (i) of Corollary 2.2.3 cannot be improved, even in the bullseye case.
CHAPTER IV

Concluding Remarks

In this chapter, we discuss how our methods apply to other optimization problems, and to the study of heuristics. We include a small sample of computational results that we compare to our picture of the distribution. We also show how to derandomize the algorithm of Corollary 2.2.3 in the bullseye case of Section 2.1. Finally, we state some open problems.

4.1 Related Optimization Problems

Our methods can be applied to study the distributions of other combinatorial optimization problems. In this section we discuss linear and higher dimensional assignment problems, and their special cases.

4.1.1 The Linear Assignment Problem

Using our methods to analyze the distribution of values in the Linear Assignment Problem (LAP) of Definition 1.1.4, we note that the central projection $g$ of $f$ of type (1.4) is spanned by the characters $\chi_n$ and $\chi_{n-1,1}$ from Section 3.2. So if we preprocess the function $f$ (cf. Remark 3.1.2) so that it has average value 0 and maximum 1 at the identity $\varepsilon$, the central projection $g$ of $f$ around this maximum will be:

$$g(\sigma) = \frac{\chi_{n-1,1}(\sigma)}{n - 1} = \frac{p(\sigma) - 1}{n - 1}$$
where \( p(\sigma) \) is the number of fixed points in \( \sigma \) (see Definition 1.1.9). Then \( g \) has the “bullseye”-type distribution that we suggest is characteristic of relatively easy optimization problems.

We noted in Definition 1.1.4 that if the central projection of a QAP is spanned by the characters \( \chi_n \) and \( \chi_{n-1,1} \), then that QAP reduces to a LAP, which is solvable in polynomial time.

### 4.1.2 Higher-dimensional Assignment Problems

We can also consider the higher dimensional assignment problems and their special cases. The \( k \)-dimensional assignment problem [Law63] is the problem of maximizing for some \( 2k \)-dimensional tensor \( C \) the function:

\[
f(\sigma) = \sum_{i_1, i_2, \ldots, i_k=1}^{n} c_{\sigma(i_1)\sigma(i_2)\cdots\sigma(i_k)}^{i_1i_2\cdots i_k}
\]

(4.1)

Then the central projection \( g \) lies in \( 2^k \)-dimensional subspace spanned by characters that we could in principle find explicitly. The difficulty lies in working in this high dimensional space.

We cite two examples of higher dimensional assignment problems that are considered interesting optimization models.

### 4.1.3 The BiQuadratic Assignment Problem

The \textit{BiQuadratic Assignment Problem} (BiQAP) is a \( 4 \)-dimensional assignment problem, where the (\( 8 \)-dimensional) tensor \( C \) decomposes as a product of two (\( 4 \)-dimensional) tensors. That is, for some \( A, B \in \mathbb{R}^4 \), the tensor \( C \) in Equation (4.1) is:

\[
c_{j_1j_2j_3j_4}^{i_1i_2i_3i_4} = a_{i_1i_2i_3i_4} b_{j_1j_2j_3j_4}
\]
This problem arises in Very Large Scale Integrated circuit design (VLSI), see for example [BÇK94].

4.1.4 The Weighted Hypergraph Matching Problem

In the Weighted Hypergraph Matching Problem we are given a $k$-uniform hypergraph on a set of $n$ vertices. The edges of such a hypergraph are subsets of size $k$; each edge $e_i$ has an associated weight $w_i$. The problem is to find the maximum weight matching, or set of disjoint edges. Some applications of this problem are found in [Vem98].

We can reduce Weighted Hypergraph Matching to $k$-dimensional assignment much as we reduced TSP to QAP. We encode the incidence matrix of a maximum matching in $A = (a_{i_1i_2...i_k})$

\[
a_{i_1i_2...i_k} = \begin{cases} 
 1 & \text{if } \{i_1, \ldots, i_k\} = \{mk + 1, \ldots, mk + k\} \text{ for some } 0 \leq m \leq \frac{n}{k} \\
 0 & \text{otherwise}
\end{cases}
\]

and we encode the weights $w_i$ of the edges $e_i$ in $B = (b_{i_1i_2...i_k})$

\[
b_{i_1i_2...i_k} = \begin{cases} 
  w_c/(\binom{n}{k}) & \text{if } \{i_1, \ldots, i_k\} = \text{edge } e \text{ for some } e \in E \\
  0 & \text{otherwise}
\end{cases}
\]

Then this problem reduces to maximizing Equation (4.1) for the tensor $C$ given by:

\[
c_{j_1j_2...j_k}^{i_1i_2...i_k} = a_{i_1i_2...i_k} b_{j_1j_2...j_k}
\]

4.2 Notes on Heuristics

As mentioned in Section 1.3.2, in light of the practical value and theoretical difficulty of the QAP, there has been an effort to find effective heuristics for the problem. There is a good survey of several heuristics in [BÇPP99]. In this section,
we consider our results from the perspective of designing and analyzing heuristics. We are particularly interested in why, as we noted in Section 1.3, many heuristics have produced better results on TSP that on the general QAP.

Heuristic methods typically have embedded in them some type of “local search” that involves looking for new good permutations nearby known good permutations. This strategy is well suited to a “bullseye” type of distribution. Consider the extreme case of a tensor whose value is exactly:

$$2\chi_n - 2\ell(\sigma) = 2t(\sigma) + p^2(\sigma) - 3p(\sigma)$$

at any point (see Section 3.2 and Remark 3.2.5). The optimum is $n^2 - 3n$ at the identity, $\varepsilon$. Suppose we begin a local search at a permutation $\sigma$ that agrees with the identity $\varepsilon$ in $k$ points. Then the objective value is $f(\sigma) = k^2 - 3k + 2t$, where $t$ is the number of transpositions in $\sigma$. The local search procedure will consider permutations which differ from $\sigma$ by a single 2-cycle.

If $t > 0$, $\sigma$ transposes two elements of $\varepsilon$. Then replacing $\sigma$ by the permutation $\sigma'$ which swaps these two elements but otherwise agrees with $\sigma$, increases the number of fixed points by 2, while decreasing the number of transpositions by 1. As long as $k > 1$, this improves the objective value to $f(\sigma') = (k + 2)^2 - 3(k + 2) + 2(t - 1) = k^2 + k + 2t - 4$, so local search will explore this direction. If $t = 0$, take $\sigma'$ to differ from $\sigma$ by a single transposition in such a way as to improving the number of points agreeing with $\varepsilon$ by 1 (assuming $\sigma \neq \varepsilon$). This changes the objective value to at least $f(\sigma') \geq (k + 1)^2 - 3(k + 1) = k^2 - k - 2$. Then this offers an improving direction if $k > 1$ that is correct in the sense that it reduces the distance to the global optimum. Repeating this procedure (taking any improving direction at each step) finds the optimum in at most $n - k$ moves, assuming that we start with $k \geq 2$. It is not too difficult to choose a starting point which agrees with the optimum on at least 2
points.

Of course for interesting optimization problems, the objective values are not constant on rings around the optimum, improving directions can sometimes lead away from the global optimum, and the local search can get trapped at local maxima. We suggest that the case of the “spike” distribution seen in the QAP, but not the TSP, is much worse for local search – the search will usually move away from the global maximum, except when the permutation \( \sigma \) is very close to or very far away from the optimum. Since most permutations are far away, a local search will tend to begin and remain far away from the local maximum. It may be that in these cases, better search strategies rely heavily on random sampling.

The distribution of a typical function \( f \) around its maximum in the symmetric QAP is a mixture of the bullseye and spike distributions. If we examine the analysis in the proofs (for example, Section 3.7), we see that this type of distribution causes the most difficulty for our estimates – these are the distributions on which the class of permutations far from the optimum performs modestly, and the class of permutations that perform well near the optimum is relatively small. We will call such a distribution a “diluted spike”, see Figure 4.1.

This interference of the bullseye and spike distributions (which, in some sense, are “pulling in the opposite directions”), provides in our opinion, a plausible explanation of the computational hardness of the general symmetric QAP even in comparison with other NP-hard problems such as TSP.

It seems that in practice, the most successful heuristics combine some aspects of local search and random choice. We mention two heuristics very briefly. The Tabu search strategy (detailed in [GL98]) is based on local search, but allows the solution to decrease at some steps. This algorithm stores information about where it has been
Distribution of values of the objective function with respect to the Hamming distance from the maximum point

Figure 4.1: Diluted Spike Distribution

in order to prevent looping. Tabu search often makes the same decisions as a pure local search; decreasing the objective value at some steps can prevent the algorithm from getting stuck at a local maximum.

The *Greedy Randomized Adaptive Search Procedure* (GRASP) [LPR94] first constructs an initial permutation by randomly assigning some values, and then fixes the remaining ones by a greedy algorithm. Local search is then applied to the resulting permutation. This process can be repeated for many initial random assignments. The combination of random choice and local search seems to us to be a reasonable strategy for finding the optimum in a “diluted spike” distribution.

### 4.2.1 Proofs of Optimality

Finding the maximum of a general QAP, even with these heuristics is quite difficult. Finding a proof optimality is more difficult still, and typically follows the discovery of the optimum only after substantial additional time and effort (see for example
The optimality proofs usually rely on a branch-and-bound strategy.

The branch-and-bound strategy is to recursively partition the feasible set into “branches”, and, for each branch, either search it completely, or show that the objective values in the branch are bounded above by some feasible solution. Branches that are bounded do not have to be searched, and can instead be “cut”. For the TSP and QAP, the branching is typically done by fixing certain parts of the assignment. The idea is that if the fixed part of the assignment is wrong, then the branch can be cut.

Given a bullseye-type distribution, this approach can be quite successful. After finding some permutations with large objective values (ideally the optimum), it should be possible to cut many branches that lie in regions far from the optimum, and hence have a low average value.

In the situation of a spike-type distribution, it seems that it should be very difficult to implement an effective branch-and-bound procedure, since the numerous large values far from the maximum will appear in almost every branch. This leaves little room for error in the estimates of the maximum on each branch.

We remark that if we believe we have discovered the optimum, but lack an optimality proof, then, after shifting this point to the identity, we can calculate the central projection (see Section 3.9), and hence the distribution around the presumed optimum. We hope that this type of qualitative information would be useful in designing branch-and-bound algorithms.

### 4.3 Computational Results

In this section, we apply our methods to some examples that are considered to be of practical interest. We compute the central projection around the optimum, and
sample points to gauge how well this approximates the distribution.

We restrict our attention to functions of type (1.1) for two reasons. First, as we remarked in Section 1.3, the generalized problem (1.2) is seen much less often in practice. Second, it follows from Remark 3.2.5 that any function in the central cone (Section 3.3) is actually an objective function of type (1.2). Then for objective functions of this form, the range of possible distributions is quite wide, and our estimates are tight. For functions of type (1.1) it is possible that the range of distributions is more restricted, and that our estimates could be improved. The computations in this section offer some data to fuel speculation.

A number of interesting examples of QAP’s of type (1.1) have been collected in the QAPLIB [BKR97]. These are the standard test sets for computational approaches to the QAP. As such, they have the advantage that many of them have been solved through years of effort. Unfortunately, it is still not feasible to solve QAP’s larger than about \( n = 30 \) to optimality. For larger problems, [LP92] suggests a method of generating QAP’s that have a known optimal solution, but are sufficiently generic for use in testing algorithms. We include some results on these generated problems in Section 4.3.3.

We also take examples from the Nugent, or nug series of problems introduced in [NVR68]. This series is well suited for our experiments, providing several related problems based on a simple structure. These problems have been among the most studied QAP test cases, and have now been solved [ABGL02]. They are derived from the type of “facility location” problem suggested by Koopmans-Beckmann (see Section 1.3). The problems involve placing factories on a given rectangular grid (say \( 5 \times 6 \) for \( n=30 \)) with Manhattan \((L^1)\) distances. So the distance matrix \( A \) is symmetric, with zero diagonal, and small positive integer entries (at most 9 in the
5 × 6 case). The flow matrix \( B \) is also symmetric and consists of small positive integer entries. The original examples were for \( n = 12, 15, 20, 30 \). The remaining examples were created later by deleting rows and columns (factories) from the flow matrices, and building the distance matrices from new (sometimes non-rectangular) grids.

We classify the \texttt{rug} problems as part of the symmetric special case of Section 2.3, but, since the row and columns sums vary, not part of the pure special case of Section 2.2.

4.3.1 Central Projections for the \textit{nug} Problems

To compute the central projection, we use the methods of Section 3.9. We begin by finding the global minimum \( \tau \), relying on the work compiled in the \texttt{QAPLIB}, and we shift the problem so that \( \tau \) lies at the identity \( \varepsilon \) (see Remark 3.1.2). We are interested in finding out whether the shape of the central projection of the shifted problem is a bullseye distribution (Section 2.1), a spike distribution (Section 2.3), or a diluted spike with properties of both (Section 4.2). For this purpose, we translate the objective function \( f \) so that it has an average over all permutations of 0, and scale \( f \) so that it has a maximum (rather than a minimum) of 1 at the identity.

It is convenient to work with problems that are symmetric (such as the \texttt{rug}'s) and have even \( n \). Then, after preprocessing, the central projection \( g \) of \( f \) must be a convex combination of the extreme functions \( r_3 \) and \( r_{7e} \) generating the even central symmetric cone \( K_e \) (see Section 3.7). That is, \( g = \alpha_1 r_3 + \alpha_2 r_{7e} \), where \( \alpha_1 + \alpha_2 = 1 \). So we need to find \( \alpha_1 \). Having fixed the value at the identity \( \varepsilon \) to be 1, we note that \( \alpha_1 \) is completely determined by the value of \( g \) on any conjugacy class other than the class containing the identity. The smallest such class is the set of 2-cycles. We observe that \( r_3 \) has an average value of 1 on 2-cycles, while \( r_{7e} \) has an average of 0 on
2-cycles. So we conclude that in this case $\alpha_1$ is exactly the average of $g$ on 2-cycles.

For each even nug problem from QAPLIB (all $12 \leq n \leq 30$ except for $n = 26$), we have computed the parameter $\alpha_1$ as outlined above using MATLAB. The results are presented in Table 4.1.

<table>
<thead>
<tr>
<th>nug</th>
<th>12</th>
<th>14</th>
<th>16</th>
<th>18</th>
<th>20</th>
<th>22</th>
<th>24</th>
<th>28</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1$</td>
<td>0.694</td>
<td>0.733</td>
<td>0.774</td>
<td>0.802</td>
<td>0.828</td>
<td>0.844</td>
<td>0.850</td>
<td>0.874</td>
<td>0.882</td>
</tr>
</tbody>
</table>

Table 4.1: Values of Parameter $\alpha_1$ on nug Problems

Note that the bullseye case corresponds to $\alpha_1 = 1$, and the spike case corresponds to $\alpha_1 = 0$ (see Remark 3.7.1). Thus the central projections of the nug problems lie in between these extremes and are a type of “diluted spike” (see Section 4.2). It turns out that they correspond very closely to the worst case for our estimates.

In the proof of the symmetric case (Section 3.7), we saw that there was a tradeoff between the strategies of picking permutations near the optimum and picking permutations far from the optimum. The most difficult case fell in the middle, where both strategies have equal (and relatively low) success. This transition point depends on the size $n$ of the problem, and a parameter $m$. In Remark 3.7.3, we calculated for symmetric QAP’s the value of $\alpha_1$ at which the transition occurs in terms of $n$ and $m$:

$$
\alpha_1 = \frac{n^2 - nm - 2n + 3m - 3}{n^2 - nm + 2n + m - 5}
$$

From the algorithmic point of view, $m$ is roughly a measure of the computational resources available to us. In the case of sampling, the value of $m$ represents the number of points on which a permutation $\sigma$ must agree with the optimum $\tau$ to have a sufficiently large expected value. By letting $k = m$ in Theorem 2.2.2, we get an approximation guarantee for sampling, similar to Corollary 2.4.3.

Consider fixing $\gamma = 1/2$ in Theorem 2.2.2. To ensure that the expected number
of permutations meeting our guarantee is at least 1, the number of permutations we would have to sample is:

\[
\frac{10m!2^m (n^2 - mn + m + 2n - 5)}{(3m - 5)}
\]

This estimate holds for \( m \geq 3 \). At \( m = 3 \), the size of the sample is quite reasonable – \( 120n^2(1+o(1)) \), but as we increase \( m \) the constant grows quickly. Given the computer power available today, we could consider using \( m = 7 \) (though we would not advocate doing so), where the size of the sample is \( 403200n^2(1+o(1)) \), but probably not \( m = 8 \).

We calculate the \( \alpha_1 \) value for the transition points (worst cases for Theorem 2.2.2) at both \( m = 3 \) and \( m = 7 \) in the Table 4.2. We remark that the parameter \( \alpha_1 \) for

<table>
<thead>
<tr>
<th>( n = )</th>
<th>12</th>
<th>14</th>
<th>16</th>
<th>18</th>
<th>20</th>
<th>22</th>
<th>24</th>
<th>28</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>At ( m = 3 )</td>
<td>0.692</td>
<td>0.733</td>
<td>0.765</td>
<td>0.790</td>
<td>0.810</td>
<td>0.826</td>
<td>0.840</td>
<td>0.862</td>
<td>0.871</td>
</tr>
<tr>
<td>At ( m = 7 )</td>
<td>0.628</td>
<td>0.688</td>
<td>0.730</td>
<td>0.763</td>
<td>0.788</td>
<td>0.809</td>
<td>0.825</td>
<td>0.851</td>
<td>0.862</td>
</tr>
<tr>
<td>( \alpha_1 ) for \texttt{nug}</td>
<td>0.691</td>
<td>0.733</td>
<td>0.774</td>
<td>0.802</td>
<td>0.828</td>
<td>0.844</td>
<td>0.850</td>
<td>0.874</td>
<td>0.882</td>
</tr>
</tbody>
</table>

Table 4.2: Transition Points for \( \alpha_1 \) Compared to \texttt{nug} Parameters

the \texttt{nug} series of problems is very close to the parameter that gives the worst case central projection for our estimates.

4.3.2 Results of Sampling the \texttt{nug} Problems

For each \texttt{nug} problem we sampled 20000 points, and computed at each point the ratio of the objective value of the zero-average function \( f_0 \) to the global minimum, that is \( f_0(\sigma)/f_0(\tau) \). The code we used is reproduced in Appendix A. At 20000 points the shape of the distribution does not change much if we vary the random seed (the code in Appendix A shows the seeds used in the results presented here). With this code running on math department hardware takes about 1 second to sample 500 \texttt{nug} points. The choice of 20000 points per problem represents the limit of our patience.
In Figures 4.2 and 4.3, we show histograms of the set of ratios obtained in the problems \texttt{nug12} and \texttt{nug30}. In both cases we see that the objective values are concentrated near the average of 0, with the frequency of occurrence declining rapidly in either direction. The shapes of the distributions of \texttt{nug12} and \texttt{nug30} are similar, except that the \texttt{nug30} values are more tightly packed around the average of 0. The distribution is similar for the other \texttt{nug} problems, with the variance shrinking as \( n \) increases.

We have computed the standard deviation of the approximation ratios over all permutations in Table 4.4. This is obtained by dividing the standard deviation of the

<table>
<thead>
<tr>
<th>( n = )</th>
<th>12</th>
<th>14</th>
<th>16</th>
<th>18</th>
<th>20</th>
<th>22</th>
<th>24</th>
<th>28</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Std. Dev.} )</td>
<td>0.213</td>
<td>0.188</td>
<td>0.170</td>
<td>0.156</td>
<td>0.143</td>
<td>0.151</td>
<td>0.125</td>
<td>0.115</td>
<td>0.109</td>
</tr>
</tbody>
</table>

Table 4.3: Standard Deviation of Approximation Ratios for the \texttt{nug} Problems
Figure 4.3: Frequency of Ratios $f_0(\sigma)/f_0(\tau)$ for nug30

solutions by the global maximum; a recipe for calculating the variance (and hence the standard deviation) of a QAP is found in [Bar].

In Table 4.3, we show the approximation ratios obtained by taking the best permutation from each sample. These approximation ratios clearly decline with $n$,

<table>
<thead>
<tr>
<th>$n$ = 12</th>
<th>14</th>
<th>16</th>
<th>18</th>
<th>20</th>
<th>22</th>
<th>24</th>
<th>28</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Ratio</td>
<td>0.752</td>
<td>0.680</td>
<td>0.662</td>
<td>0.585</td>
<td>0.582</td>
<td>0.588</td>
<td>0.479</td>
<td>0.435</td>
</tr>
</tbody>
</table>

Table 4.4: Best Approximation Ratio Obtained in Samples for nug Problems

but are substantially better than the values guaranteed in Corollary 2.2.3.

We are interested in finding how the fraction of “good” values depends on $n$. To this end, we have, for each nug problem, computed the fraction of the 20000 sample
values attaining an approximation ratio of:

\[
\frac{f_0(\sigma)}{f_0(\tau)} \geq \frac{\gamma}{h(n)}
\]

for \( h(n) \in \{1, n, n^2, n^3\} \). The constant \( \gamma \) is chosen so that the fraction of \texttt{nug20} values above \( \gamma/h(n) \) is constant. We took \( \gamma/h(20) = 1/20 \). We see that the fraction

<table>
<thead>
<tr>
<th>( \frac{\gamma}{h(n)} )</th>
<th>n→</th>
<th>12</th>
<th>14</th>
<th>16</th>
<th>18</th>
<th>20</th>
<th>22</th>
<th>24</th>
<th>28</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>0.414</td>
<td>0.404</td>
<td>0.388</td>
<td>0.373</td>
<td>0.365</td>
<td>0.380</td>
<td>0.343</td>
<td>0.332</td>
<td>0.321</td>
<td></td>
</tr>
<tr>
<td>1/n</td>
<td>0.355</td>
<td>0.361</td>
<td>0.364</td>
<td>0.365</td>
<td>0.365</td>
<td>0.391</td>
<td>0.367</td>
<td>0.378</td>
<td>0.378</td>
<td></td>
</tr>
<tr>
<td>20/n^2</td>
<td>0.256</td>
<td>0.294</td>
<td>0.324</td>
<td>0.350</td>
<td>0.365</td>
<td>0.401</td>
<td>0.401</td>
<td>0.392</td>
<td>0.413</td>
<td></td>
</tr>
<tr>
<td>400/n^3</td>
<td>0.136</td>
<td>0.219</td>
<td>0.284</td>
<td>0.328</td>
<td>0.365</td>
<td>0.411</td>
<td>0.406</td>
<td>0.436</td>
<td>0.446</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.5: Fraction of Permutations above \( \gamma/h(n) \) for \texttt{nug} Problems

of permutations greater than a constant \( \gamma \) decreases as \( n \) increases, the fraction greater than \( \gamma/n \) stays roughly constant, and the fraction greater than \( \gamma/n^2 \) and \( \gamma/n^3 \) appears to increase towards \( 1/2 \). It appears that our estimates are fairly weak for this series of problems. It is interesting to ask if our estimates could be improved, either for all objective functions of type (1.1), or at least for classes of problems similar to the \texttt{nugs} with some modeling value.

We comment that \texttt{nug22} has more large values the one would predict based on the rest of the series. If we look at table 4.2, we can also see that \texttt{nug22} is further from the “worst case” and closer to the bullseye than is suggested by the remainder of the series.

4.3.3 Computational results for the \texttt{lipa} Problems

We repeated the computations performed on the \texttt{nug} problems on the \texttt{lipa} problems [LP92] from the \texttt{QAPLIB} [BKR97]. These problems are designed as large test cases for the \texttt{QAP}. They are constructed so as to have known optimal solution, but to otherwise resemble naturally occurring intractable \texttt{QAP’s}. There are two series of
generated \texttt{lipa} problems in the QAPLIB. The problems in both series are symmetric, and have sizes $n = 20, 30, \ldots, 90$. The “a” series, which we denote \texttt{lipa.a} has the entries of $A$ drawn from $\{0, 1, 2\}$, and the entries of $B$ drawn from $\{0, 1, \ldots, n\}$. For the “b” series, denoted \texttt{lipa.b}, the entries of both $A$ and $B$ are drawn from $\{0, 1, \ldots, n\}$.

In Table 4.6, we see that the parameter $\alpha_1$ for the generated \texttt{lipa} problems are close matches for the “worst case” $\alpha_1$ values for $m = 3$ and $m = 7$. It may be that

\begin{table}[h]
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline
$n$ & 20 & 30 & 40 & 50 & 60 & 70 & 80 & 90 \\
\hline
At $m = 3$ & 0.810 & 0.871 & 0.902 & 0.922 & 0.934 & 0.944 & 0.951 & 0.956 \\
At $m = 7$ & 0.788 & 0.862 & 0.897 & 0.918 & 0.932 & 0.942 & 0.949 & 0.955 \\
$\alpha_1$ for \texttt{lipa.a} & 0.802 & 0.869 & 0.902 & 0.921 & 0.934 & 0.943 & 0.950 & 0.956 \\
$\alpha_1$ for \texttt{lipa.b} & 0.808 & 0.870 & 0.903 & 0.922 & 0.934 & 0.944 & 0.951 & 0.956 \\
\hline
\end{tabular}
\caption{Transition Points for $\alpha_1$ Compared to \texttt{lipa} Parameters}
\end{table}

these “worst case” values are typical of generic (and presumably the most difficult) QAP’s. It is interesting to note that the generated \texttt{lipa} QAP’s and the \texttt{nug} QAP’s both have averages on rings around the optimum very close to the averages that are most difficult for our estimates.

In Table 4.7 we show the approximation ratio obtained by taking the best permutation from a random sample of 2000 on each \texttt{lipa} problem. These approximation ratios decline with $n$ as in the \texttt{nug} series, and are somewhat worse at comparable values.

\begin{table}[h]
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline
$n$ & 20 & 30 & 40 & 50 & 60 & 70 & 80 & 90 \\
\hline
For \texttt{lipa.a} & 0.375 & 0.263 & 0.250 & 0.186 & 0.167 & 0.161 & 0.157 & 0.151 \\
For \texttt{lipa.b} & 0.336 & 0.181 & 0.147 & 0.116 & 0.101 & 0.085 & 0.085 & 0.055 \\
\hline
\end{tabular}
\caption{Best Approximation Ratio Obtained in Samples for \texttt{lipa} Problems}
\end{table}

We have also computed the variance for the \texttt{lipa} problems, and recorded the standard deviation of the approximation ratios over all permutations in Table 4.8.
We notice that in these cases, as well as the mut problems, the variance of the

<table>
<thead>
<tr>
<th>n =</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
</tr>
</thead>
<tbody>
<tr>
<td>S.D. lipa_a</td>
<td>0.096</td>
<td>0.072</td>
<td>0.060</td>
<td>0.051</td>
<td>0.046</td>
<td>0.042</td>
<td>0.039</td>
<td>0.036</td>
</tr>
<tr>
<td>S.D. lipa_b</td>
<td>0.074</td>
<td>0.049</td>
<td>0.036</td>
<td>0.029</td>
<td>0.024</td>
<td>0.021</td>
<td>0.018</td>
<td>0.016</td>
</tr>
</tbody>
</table>

Table 4.8: Standard Deviation of Approximation Ratios for the lipa Problems

approximation ratio is decreasing with n. There is some difference in the variances
between series at comparable sizes, this can likely be attributed to the structure of
the problems. The standard deviations and best approximation ratios follow similar
downward trends in all three sets of problems. From the point of view of sampling, it
would make sense that having a small variance with respect to the maximum would
make a problem difficult to approximate.

We can again test which fraction of the values attains a given approximation
ratio, with the ratio possible depending on n. We use the setup of Section 4.3.2,
Table 4.5, to get the lipa results in Table 4.9. We notice the same trends in the

<table>
<thead>
<tr>
<th>( \frac{\gamma}{h(n)} )</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
</tr>
</thead>
<tbody>
<tr>
<td>lipa_a 1/20</td>
<td>0.310</td>
<td>0.245</td>
<td>0.206</td>
<td>0.146</td>
<td>0.146</td>
<td>0.120</td>
<td>0.104</td>
<td>0.082</td>
</tr>
<tr>
<td>lipa_a 1/n</td>
<td>0.310</td>
<td>0.324</td>
<td>0.344</td>
<td>0.348</td>
<td>0.365</td>
<td>0.364</td>
<td>0.377</td>
<td>0.377</td>
</tr>
<tr>
<td>lipa_a 20/n^2</td>
<td>0.310</td>
<td>0.381</td>
<td>0.423</td>
<td>0.438</td>
<td>0.454</td>
<td>0.459</td>
<td>0.469</td>
<td>0.469</td>
</tr>
<tr>
<td>lipa_b 1/20</td>
<td>0.249</td>
<td>0.249</td>
<td>0.250</td>
<td>0.243</td>
<td>0.250</td>
<td>0.243</td>
<td>0.240</td>
<td>0.242</td>
</tr>
<tr>
<td>lipa_b 1/n</td>
<td>0.249</td>
<td>0.249</td>
<td>0.250</td>
<td>0.243</td>
<td>0.250</td>
<td>0.243</td>
<td>0.240</td>
<td>0.242</td>
</tr>
<tr>
<td>lipa_b 20/n^2</td>
<td>0.249</td>
<td>0.328</td>
<td>0.371</td>
<td>0.387</td>
<td>0.417</td>
<td>0.424</td>
<td>0.431</td>
<td>0.436</td>
</tr>
</tbody>
</table>

Table 4.9: Fraction of Permutations above \( \gamma/h(n) \) for lipa Problems

lipa problems that we saw in the mut problems, with the lipa problems worse at
comparable n, and the lipa_b worse than the lipa_a. Since the averages of the
problems on rings around the optimum are very close together, the difference must
come from variance within the rings. This is confirmed by comparing the standard
deviations of the three series.
4.4 Derandomization

Another question is whether the approximations of Corollaries 2.2.3 and 2.4.3 can be obtained \textit{deterministically}. In this section, we will show that in the bullseye case of Section 2.1, the algorithm of Corollary 2.4.3 (picking points at random) can be derandomized in polynomial time.

Our algorithm has two steps. The first step is to find a class of permutations with large average (expected) value. Then we apply a standard derandomization technique to find a permutation in this class which achieves this expected value. In [GY02], the authors use the second step of this algorithm on the QAP. They compute a permutation $\sigma$ which has $f_0(\sigma) \geq 0$, and then show that if $n$ is a prime power, the domination number of $\sigma$ (see Section 1.3.1) is at least $(n - 2)!$. They call the process of finding a permutation that meets the expected value on a class the “Greedy Expectation Algorithm”.

We begin with some definitions. Let us take a subset $S$ of size $m$. We will call a function $\sigma_S : S \to \{1, 2, \ldots n\}$ a \textit{partial assignment} if it assigns to each $i \in S$ a distinct element of $\{1, 2, \ldots n\}$. So $\sigma_S$ is the restriction of a permutation to $S$. We denote by $\sigma_S(S)$ the set of elements $\{\sigma_S(s) | s \in S\}$. Consider the set of all possible partial assignments of $S$ into the set $\{1, 2, \ldots n\}$. There are $n(k) := n(n - 1)\ldots(n - k + 1)$ possible such assignments, one of which is the restriction of the optimal permutation $\tau$ to $S$.

Given a partial assignment $\sigma_S$ the \textit{conditional expectation of $\sigma$ given $\sigma_S$} is the average of the objective function over all $\sigma$ that restrict to $\sigma_S$ in their first $S$ positions:

$$E[\sigma | \sigma_S] = \sum_{\substack{\sigma \in S_n \sigma_{|S} = \sigma_S}} f(\sigma)$$

Using the observations of Lemma 3.1.1, we can compute the conditional expectation
in time $O(n^2)$ for objective functions of type (1.1) and in time $O(n^4)$ for objective function of type (1.2). This calculation is also done in [GY02]. We include the formula for the expectation at the end of this section, as Lemma 4.4.1.

We now describe our algorithm. Suppose we have a bullseye QAP, and we want to produce a permutation $\sigma$ satisfying the estimate of part (i) of Corollary 2.2.3. That is, suppose we take $f_0$ as in Section 2.1, where $f_0$ is maximized at some permutation $\tau$ not known to us, and we want to find, for some $\alpha$ chosen in advance, a permutation $\sigma$ satisfying:

$$f_0(\sigma) \geq \frac{\alpha}{n^2} f_0(\tau)$$

We first need to identify a large class of permutations on which the average of $f_0$ is at least $\frac{\alpha}{n^2} f_0(\tau)$. Let us fix a $k \geq 3$ such that:

$$\frac{k^2 - 3k + \nu(n - k)}{n^2 - 3n} \geq \frac{\alpha}{n^2}$$

We can do this independently of $n$ with $k = O(\sqrt{\alpha})$. Then by Theorem 2.1.1, the set of permutations that agree with $\tau$ on at least $k$ points has at least this average value.

In particular, for at least one subset $S_0$ of the $n(k)$ subsets of $n$, the set of permutations agreeing with $\tau$ on $S_0$ has average value at least $\alpha/n^2$. There are $n(k)$ possible partial assignments of $S_0$, one of which agrees with $\tau$ on $S_n$. Thus we can get a partial assignment $\sigma_{S_0}$ that has conditional expectation at least $\alpha/n^2$ by enumerating the $n(k)$ possible assignments of the $n(k)$ $k$-subsets of $\{1, 2, \ldots n\}$.

Now we will extend the partial assignment $\sigma_{S_0}$ into a permutation $\sigma$ which at least meets the expectation, using the Greedy Expectation Algorithm. In this procedure, we assign the values of $\{1, 2, \ldots n\} \setminus S_0$ sequentially using conditional expectation. Let $S \supseteq S_0$ be the set of currently assigned values, and $\sigma_S$ be the corre-
sponding partial assignment. If \( l \) is the lowest remaining unassigned value (that is, \( \min \{1, 2, \ldots n \} \setminus S \} \)), we compute the conditional expectations for each possible assignment of \( \sigma(l) \). At least one of these must meet the overall expectation of \( \sigma(S) \). We choose such a value (say, the largest), and fix this to be the value of \( \sigma(l) \).

By iterating this procedure, we build a permutation with expected value at least \( \alpha/n^2 \). The total time for this procedure is \( O(n_{(k)} \cdot n_{(k)} \cdot n^2 + n^2 \cdot n \cdot n) = O(n^{2k+2}) \) for objective functions of type (1.1), and \( O(n^{2k+4}) \) for objective functions of type (1.2). In fact, if we are lucky, it will be much faster, since we can stop search the partial assignments once we have any one that yields a conditional expectation of \( \alpha/n^2 \).

We can use the same algorithm to obtain a permutation deterministically that meets the estimate of part (ii) of Corollary 2.2.3 in mildly exponential time \( \exp\{n^\beta\} \) for some \( \beta < 1 \).

It does not appear to be as easy to derandomize the pure, symmetric and general cases of Section 2.2, 2.3 and 2.4. The difficulty is finding a partial assignment with large conditional expectations.

We finish by giving the formula for the conditional expectation of \( f \) given a partial assignment \( \sigma_S \). This is derived in [GW70].

**Lemma 4.4.1.**

\[
E[\sigma|\sigma_S] = \sum_{i \in S} \sum_{j \in S} c_{\sigma_S(i)\sigma_S(j)} + \frac{1}{n-k} \sum_{i \in S} \sum_{j \notin S} \sum_{j' \in \sigma_S(S)} c_{\sigma_S(i)j'} + \frac{1}{n-k} \sum_{i \notin S} \sum_{j \in S} \sum_{j' \notin \sigma_S(S)} c_{i\sigma_S(j')} + \frac{1}{(n-k)(n-k-1)} \sum_{i,j \notin S} \sum_{i' \in S \setminus \{j\}} \sum_{j' \notin \sigma_S(S)} c_{i'j} \]


4.5 Further Questions

The estimates of Theorems 2.1.1, 2.2.1, 2.3.1 and 2.4.1 for the number of near-optimal permutations can be used to bound the optimal value by a sample optimum in branch-and-bound algorithms. Those estimates are (nearly) best possible for the generalized problem (1.2). However, it is not clear whether they can be improved in the case of standard QAP (1.1) or how to improve them in interesting special cases.

In particular, we ask the following question:

- Let $f : S_n \to \mathbb{R}$ be the objective function in the Traveling Salesman Problem (cf. Section 1.2), let $\bar{f}$ be the average value of $f$ and let $f_0 = f - \bar{f}$. Let $\tau$ be an optimal permutation, so that $f_0(\tau) \geq f_0(\sigma)$ for all $\sigma \in S_n$. Is it true that for any fixed $\gamma > 0$ there is a number $\delta = \delta(\gamma) > 0$ such that the probability that a random permutation $\sigma \in S_n$ satisfies the inequality $f_0(\sigma) \geq \gamma f_0(\tau)$ is at least $n^{-\delta}$ for all sufficiently large $n$?

The small sample of results in Section 4.3 suggests that the answer is “yes”. One way that we could try to tighten the analysis is to use information from the standard deviation and higher moments of the distribution which are computable in polynomial time.

In [Bar], there is a preliminary results in this direction, obtained by relating the $L^\infty$ norm of a function to its $L^{2k}$ norm (that is, its $2k$-th moment):

**Theorem 4.5.1 (Barvinok).** For any $\alpha > 0$, there exists a $\mu = \mu(\alpha) > 0$ such that the fraction of permutations satisfying:

$$|f_0(\sigma)| \geq \frac{\alpha}{n} |f_0(\tau)|$$

is at least $n^{-\mu}$. In fact, one can choose $\mu = c\alpha^2$ for some absolute constant $c$. 
This shows that we have enough permutations with sufficiently large deviation, however it tells us nothing about the direction of the deviation. It could mean that we have a many small values (close to the minimum), rather than large values.

As well as finding improved approximation algorithms, it would be very interesting to find corresponding hardness results with an ultimate goal of proving sharp bounds. No hardness of approximation results with respect to the average are known.

We would like to be able to derandomize our algorithm in the general case of Section 2.4. In Section 4.4, we showed how we could derandomize our algorithm in the bullseye case of Section 2.1.

It appears that the problems without linear part (the “bullseye” and “pure” cases of Sections 2.1 and 2.2) are easier than the general QAP. A possible way to use this is to split the problem into the pure quadratic and linear parts and try to “estimate away” the linear part.
APPENDICES
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MATLAB code for sampling permutations

In this appendix, we include the code used to sample permutations and calculate the central projections and standard deviations of the *mug* and *lipa* problems. The results are presented in Section 4.3. Our results should be reproducible, since we fix the random seed before each run. The code is written in MATLAB, and grouped into eight subroutines, each in separate files.

The driver is file *test_shell.m*.

```
% test_shell.m
%
% Reads a QAP of two MxM matrices A and B from the data file
% <solved_prb_data.m>. This also includes a vector giving the
% optimal permutation P; for now we concentrating on the properties
% of some examples that are either contrived or well studied.
%
% The loop then tests "trials" permutations at random, and returns
% statistics about the best and worst values found, as well as some
% facts about the neighbourhood of the optimum, which we believe
% helps us understand the difficulty of the problem.
% We also call a routine to compute the variance of the values.
%
trials= 20000;
values_vec = zeros(1,trials); % Collect approximation ratios.

% Reset random number state to get reproducible results.
randn('state',0)
%
% Input data.
```
[M,raw_A,raw_B,P] = solved_prob_data;
conj_a = perm_2_matrix(M,P);  % Use to get min at id.
A = conj_a*raw_A*conj_a';   % Now min is at id.
B = normalize_b_fast(M,A,raw_B);  % Now average is 0.
global_min = trace(A*B');    % Calculate global_min.
total_val2=0;
relax_max=relaxed_max(A,B);  % Gives an upper bound for problem.
% relax_min=relaxed_min(A,B);  % Lower bound.
% max_obj=trace(relax_min*A*relax_min'*B');
min_obj=trace(relax_max*A*relax_max'*B');

compare_at = 20;   % Test values at this problem size.
gamma = 1/20;      % Parameter.
hits = [0 0 0 0];   % Count occurrences of "good" values.
for i=1:trials
    Z2 = rand_perm(M);
    obj_val = trace(Z2*A*Z2'*B');
    values_vec(i) = obj_val;
    if obj_val < min_obj
        min_obj = obj_val;
        best_perm = Z2;
    end
    if (obj_val < global_min*gamma)
        hits(1) = hits(1) +1;
    end
    if (obj_val < global_min*gamma*compare_at/M)
        hits(2) = hits(2) +1;
    end
    if (obj_val < global_min*gamma*compare_at^2/M^2)
        hits(3) = hits(3) +1;
    end
    if (obj_val < global_min*gamma*compare_at^3/M^3)
        hits(4) = hits(4) +1;
    end
    total_val2 = total_val2 + obj_val;
end

% Print statistics
format compact

% Show best permutation obtained;
% best_perm;
% Sanity check – should average to about 0.
Average_of_random_permutations = total_val2/trials
global_min
min_for_random_permutations = min_obj
Approx_ratio_for_min = min_obj/global_min
Freq_of_good_values_vec = hits/trials
avg_on_2cy = sum_on_2cy(M,A,B)*2/M/(M-1); % Avg. f value on 2-cycles
Scaled_avg = avg_on_2cy/global_min % shape of dist. (\alpha_1).
% hist(values_vec/global_min)
fvar = find_var_zd(M,A,B);
Calculated_std_dev = sqrt(fvar);
Normalized_csd = -Calculated_std_dev/global_min

format loose

File perm_2_matrix.m converts a permutation in standard notation to a permutation matrix. Standard notation is used in the input file.

 perm_2_matrix.m
 function Z = perm_2_matrix(M,ord_a)
 % Convert a permutation on M numbers from standard notation
 % to a permutation matrix Z.
 % This matrix acts on the left by multiplication.
 %
 pl = zeros(M);
 for i = 1:M
 pl(i,ord_a(1,i)) = 1;
 end
 Z = pl';

File normalize_b_fast.m calculates the average of the problem over all permutations, and then subtracts a constant from the entries of \( B \) so that the problem now has average zero. If we use the new \( B \) in place of the old \( B \), we “shift” the distribution so that the average value over all permutations is zero.
function B = normalize_b_fast(M,A,raw_B)
alpha1 = 0;
beta1 = 0;
alpha2 = 0;
beta2 = 0;
for i=1:M
    alpha2 = alpha2 + A(i,i);
beta2 = beta2 + raw_B(i,i);
for j=1:M
    alpha1 = alpha1 + A(i,j);
beta1 = beta1 + raw_B(i,j);
end
alpha1 = alpha1 - alpha2;
beta1 = beta1 - beta2;
avg_qap_val = alpha1*beta1/(M-1)+alpha2*beta2/M;
avg_c = alpha1+alpha2;
if (abs(alpha1+alpha2) > 0.0001)
    normalizing_factor = avg_qap_val/avg_c;
    normalizing_b = normalizing_factor*ones(M,M);
else
    normalizing_factor = 0;
    Problem_is_prenormalized=1  % Problem may already be normalized
    normalizing_b = zeros(M,M);
end;
B = raw_B - normalizing_b;

File relaxed_max.m produces an upper bound for the problem. The lazy way to
do this is just to hard code a large number, like 10^{10}.

function X = relaxed_max(A,B)
%
% Given diagonalizable matrices A and B, this function should
% return orthogonal matrix X maximizing \langle X^\top, B \rangle.
% It does this by transforming the problem to the diagonal version,
% and then finding a permutation which puts the elements in the same
% order. Because diagonalizing uses orthogonal matrices, we can
% go back and construct X.
% 
% [L0, B1] = eig(B');
% L1=L0';
% [L2, A1] = eig(A);
% [discard, ord_a] = sort(diag(A1));
% [discard, ord_b] = sort(diag(B1));
% M = size(ord_a,1);
% p1 = zeros(M);
% p2 = zeros(M);
% for i = 1:M
%     p1(i,ord_a(i,1)) = 1;
%     p2(i,ord_b(i,1)) = 1;
% end
% Z = p1'*p2;  % So now Z'*A1*Z*B1 is maximized over perms
% X = L1'*Z'*L2';

File rand_perm.m makes a random permutation by choosing a vector of (Gaussian)
random numbers, and taking the permutation that sorts this vector into ascending
order.

def function Z = rand_perm(M)

% rand_perm.m
% % %
% % Generates a random permutation matrix of size M.
% %
% rv = diag(randn(M,1));
% [discard, ord_a] = sort(diag(rv));
% p1 = zeros(M);
% for i = 1:M
%     p1(i,ord_a(i,1)) = 1;
% end
% Z = p1;

File sum_on_2cy.m sums the values of the objective function over all 2-cycle. From
the discussion in Section 4.3, in the case where A is symmetric, this is sufficient to
determine the central projection of the distribution around the identity.
function Z = sum_on_2cy(M,A,B)

% Sums the values of tr(X*A*X'*B') over 2-cycles (transpositions) X.
% Inputs A and B are M by M matrices, the X's are matrix
% representations of a permutation.
% Z = 0;
% Sum of values of f on 2-cycles
for i=1:M
    for j=i+1:M
        Tr=ones(1,M);
        for k=2:M
            Tr(1,k)=k;
        end
        Tr(1,j)=i;
        Tr(1,i)=j;
        Trm=perm_2_matrix(M,Tr);
        Z = Z + trace(Trm*A*Trm'*B');
    end
end

The file find_var_zd.m computes the sum of the squares of the objective values
over all permutations of a QAP (A,B). Since the problem has been normalized so
that the average objective value is zero, this sum is exactly the variance.

function cvar = find_var_zd(M,A,B)

pa1111 = 0;
pa211b = 0;
pa211c = 0;
pa211d = 0;
pa211e = 0;
pa22b = 0;
pa22c = 0;
pa4 = 0;
pb1111 = 0;
pb211b = 0;
pb211c = 0;
pb211d = 0;
pb211e = 0;
pb22b = 0;
pb22c = 0;
pb4 = 0;
for i=1:M
    for j=1:M
        if (j ~= i)
            for k=1:M
                if (k ~= i & k ~= j)
                    for l=1:M
                        if (l ~= i & l ~= j & l ~= k)
                            pa1111 = pa1111 + A(i,j)*A(k,l);
                            pb1111 = pb1111 + B(i,j)*B(k,l);
                        end
                    end
                end
            end
        end
    end
end
pa211b = pa211b + A(i,j)*A(i,k);
pa211c = pa211c + A(i,j)*A(k,i);
pa211d = pa211d + A(j,i)*A(i,k);
pa211e = pa211e + A(j,i)*A(k,i);
pb211b = pb211b + B(i,j)*B(i,k);
pb211c = pb211c + B(i,j)*B(k,i);
pb211d = pb211d + B(j,i)*B(i,k);
pb211e = pb211e + B(j,i)*B(k,i);
end
end
pa22b = pa22b + A(i,j)*A(j,i);
pa22c = pa22c + A(i,j)*A(i,j);
pb22b = pb22b + B(i,j)*B(j,i);
pb22c = pb22c + B(i,j)*B(i,j);
end
pa4 = pa4 + A(i,i)*A(i,i);  
pb4 = pb4 + B(i,i)*B(i,i);  
end  
s1 = pa1111*pb1111/M/(M-1)/(M-2)/(M-3);  
s2 = (pa211b*pb211b+pa211c*pb211c+pa211d*pb211d+pa211e*pb211e)/M/(M-1)/(M-2);  
s3 = (pa22b*pb22b+pa22c*pb22c)/M/(M-1);  
s4 = pa4*pb4;  
cvar = s1+s2+s3+s4;

Finally we give a sample input file, solved_prob_data.m. This is the data for the nug12 problem.

function [M,A,B,P] = solved_prob_data

% Contains the data for an instance of QAP to try.
% M is the dimension of the problem, A and B are the input matrices.
% Want to minimize trace(Z*A*Z'*B') where Z is a permutation matrix.
% P is the optimal permutation, found by years of hard work by
% many researchers.
%
% This data is known as "nug12"

M = 12;
A = [0 1 2 3 1 2 3 4 2 3 4 5; 
     1 0 1 2 2 1 2 3 3 2 3 4; 
     2 1 0 1 3 2 1 2 4 3 2 3; 
     3 2 1 0 4 3 2 1 5 4 3 2; 
     1 2 3 4 0 1 2 3 1 2 3 4; 
     2 1 2 3 1 0 1 2 2 1 2 3; 
     3 2 1 2 2 1 0 1 3 2 1 2; 
     4 3 2 1 3 2 1 0 4 3 2 1; 
     2 3 4 5 1 2 3 4 0 1 2 3; 
     3 2 3 4 2 1 2 3 1 0 1 2; 
     4 3 2 3 3 2 1 2 2 1 0 1; 
     5 4 3 2 4 3 2 1 3 2 1 0];
B = [0 5 2 4 1 0 0 6 2 1 1 1; 
     5 0 3 0 2 2 2 0 4 5 0 0; 
     2 3 0 0 0 0 0 5 5 2 2 2];
\begin{verbatim}
4 0 0 0 5 2 2 10 0 0 5 5;
1 2 0 5 0 10 0 0 0 5 1 1;
0 2 0 2 10 0 5 1 1 5 4 0;
0 2 0 2 0 5 0 10 5 2 3 3;
6 0 5 10 0 1 10 0 0 0 5 0;
2 4 5 0 0 1 5 0 0 0 10 10;
1 5 2 0 5 5 2 0 0 0 5 0;
1 0 2 5 1 4 3 5 10 5 0 2;
1 0 2 5 1 0 3 0 10 0 2 0];
P=[12,7,9,3,4,8,11,1,5,6,10,2];
\end{verbatim}
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ABSTRACT

The Distributions of Values in Combinatorial Optimization Problems
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We study the distribution of objective function values of a combinatorial optimization problem defined on a group, focusing on the Quadratic Assignment Problem (QAP), and its special case, the Traveling Salesman Problem (TSP). For these two problems, we estimate the fraction of permutations $\sigma$ such that $f(\sigma)$ lies within a given neighborhood of the optimal value of $f$, and relate the optimal value to the average value of $f$ over a neighborhood of the optimal permutation. We describe a natural class of QAP functions (which includes, for example, the objective function in the asymmetric Traveling Salesman Problem) with a relative abundance of near-optimal permutations. Also, we identify a large class of functions $f$ with the property that permutations close to the optimal permutation in the Hamming metric of the symmetric group $S_n$ tend to produce near optimal values of $f$ (such is, for example, the objective function in the symmetric Traveling Salesman Problem). We show examples of QAP’s where just the opposite happens: an average permutation in the vicinity of the optimal permutation may be much worse than an average permutation
in the whole group $S_n$.

We interpret our results algorithmically, obtaining guarantees for simple polynomial and non-polynomial algorithms, and in the context of heuristics. Additionally, we compare our results to distributional statistics obtained via computational experiments.